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Résumé

L’utilisation de préférences suscite un intérét croissant pour personnaliser des ré-
ponses aux requétes et effectuer des recommandations ciblées. Pourtant, la construction
manuelle de profils de préférences reste a la fois complexe et consommatrice de temps.
Dans ce contexte, nous présentons dans cette thése une nouvelle méthode automatique
d’extraction de préférences basée sur des techniques de fouille de données.

L’approche que nous proposons est constituée de deux phases : (1) une phase d’ex-
traction de toutes les régles de préférences contextuelles intéressantes et (2) une phase
de construction du profil utilisateur. A la fin de la premiére phase, nous constatons qu’il
y a des régles redondantes voir superflues ; la seconde phase permet d’éliminer les régles
superflues afin d’avoir un profil concis et consistant. Dans notre approche, un profil utili-
sateur est constitué de cet ensemble de régles de préférences contextuelles résultats de la
seconde phase. La consistance garantit que les régles de préférences spécifiant les profils
sont en accord avec un grand nombre de préférences utilisateur et contredisent un petit
nombre d’entre elles. D’autre part, la concision implique que les profils sont constitués
d’un petit nombre de régles de préférences. Nous avons aussi proposé quatre méthodes
de prédiction qui utilisent les profils construits.

Nous avons validé notre approche sur une base de données de films construite a partir
de MovieLens et IMDB. La base de données contient 3 881 films notés par 6 040 utilisa-
teurs. Ces derniers ont attribué 800 156 notes. Les résultats de ces expériences démontrent
que la concision des profils utilisateurs est contrélée par le seuil d’accord minimal et que
méme avec une forte réduction du nombre de régles, les qualités de prédiction des profils
restent & un niveau acceptable. En plus des expérimentations montrant la qualité de pré-
diction de notre approche, nous avons montré également que les performances de notre
approche peuvent rivaliser avec les qualités de prédiction de certaines méthodes de I'état
de l'art, en particulier SVMRANK.

Mots clés : elicitation de préférences, régles de préférences contextuelles, extraction
de profil utilisateur, fouille de données.
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Abstract

The use of preferences arouses a growing interest to personalize response to requests
and making targeted recommandations. Nevertheless, manual construction of preferences
profiles remains complex and time-consuming. In this context, we present in this thesis
a new automatic method for preferences elicitation based on data mining techniques.

Our proposal is a two phase algorithm : (1) Extracting all contextual preferences rules
from a set of user preferences and (2) Building user profile. At the end of the first phase,
we notice that there is to much preference rules which satisfy the fixed constraints then in
the second phase we eliminate the superfluous preferences rules. In our approach a user
profile is constituted by the set of contextual preferences rules resulting of the second
phase. A user profile must satisfy conciseness and soundness properties. The soundness
property guarantees that the preference rules specifying the profiles are in agreement
with a large set of the user preferences, and contradict a small number of them. On the
other hand, conciseness implies that profiles are small sets of preference rules. We also
proposed four predictions methods which use the extracted profiles.

We validated our approach on a set of real-world movie rating datasets built from
MovieLens and IMDB. The whole movie rating database consists of 800,156 votes from
6,040 users about 3,881 movies. The results of these experiments demonstrates that the
conciseness of user profiles is controlled by the minimal agreement threshold and that
even with strong reduction, the soundness of the profile remains at an acceptable level.
These experiment also show that predictive qualities of some of our ranking strategies
outperform SVMRANK in several situations.

Keywords : preference elicitation, contextual preference rule, user profile mining, data
mining

11



12



Table des matiéres

Liste des tableaux

Liste des figures

Liste des algorithmes

Introduction générale

Contexte et motivations

Principales contributions . . . . . . . . .. ..o Lo oo

Extraction de régles de préférences contextuelles . . . . . ... ... ...

Construction de profil utilisateurs . . . . . . . ... .. ... ... .....

Méthodes d’utilisation des profils . . . . . . . . .. ... ... .. .....

Organisation du mémoire . . . . . . . . .. L Lo

Premiére partie . . . . . . . ...

Deuxiéme partie . . . . . . . . . . e

Troisiéme partie . . . . . . . . . L e e

I Etat de l’art

Introduction

1 Définition des concepts

1.1 Notion de base sur les préférences . . . . . . . .. ... ... ... ..
1.1.1 Définitions basiques . . . . . . . . ... Lo

1.1.2 Représentation de préférences . . . . . . . . . ...
1.1.2.1  Formulation qualitative . . . . . . .. .. ... .. ....

1.1.2.2  Formulation quantitative . . .. .. ... ... .. ....

1.1.2.3  Formulation qualitative VS Formulation quantitative . . .

Combinaison de préférences . . . . . . . . . ... ...

13

17

19

21

23
23
24
24
25
25
25
26
26
27

29

33

35
35
36
39
40
43
44



14

1.1.3.1 Composition de préférences prioritaires . . .. ... ... 45

1.1.3.2 Modéle pareto . . . . . .. ... . 46

1.1.3.3 Réseaux de preferences conditionnelles (CP-nets) . . . . . 47

1.2 Conclusion . . . . . . . . . e 50

2 Apprentissage pour le classement 51
2.1 Probléme de classement . . . . . ... . oo 52
2.1.1 Classement de labels . . . . . ... ... ... .. ... ...... 53

2.1.2  Classement d’instances . . . . . . . ... ... . ... ...... 55

2.1.3 Classement d’objets . . . . .. . ... .. ... ... ... ..., 56

2.1.4 Mesures d’évaluation pour le classement . . . . . .. .. ... ... 57

2.1.5 Synthése . . . . . L 58

2.2 Lescritéres d’études . . . . . . oL Lo o 59
2.3 Méthodes de classement d’objets . . . . . ... ... 60
2.3.1 Approche quantitative . . . . . ... 0oL 61

2.3.1.1 Modéles de préférences non-intelligibles . . . . . . . . .. 61

2.3.1.2  Modéles de préférences intelligibles . . . . . . . .. .. .. 65

2.3.1.3 Conclusion . . ... ... .. .. ... ... ... 66

2.3.2 Approche qualitative . . . . ... ... o 66

2.3.2.1 Modéles de préférences non-contextuelles . . . .. .. .. 67

2.3.2.2  Modéles de préférences contextuelles . . . . . . . ... .. 70

2.3.2.3 Conclusion . . .. ... ... .. ... .. e 73

2.4 Syntheése sur les méthodes de découverte de préférences . . . . .. .. .. 74
Conclusion T
IT Construction du profil Utilisateur 79
Introduction 83
3 Construction de profil utilisateur 85
3.1 Formalisation du probléme . . . .. ... ... .. ... .. ... ..., 85
3.1.1 Regles de préférence contextuelle et base de préférences. . . . . . . 86

3.1.2  Probléme d’extraction de régles de préférences. . . . . .. ... .. 90

3.1.3 Probléme de construction de profil utilisateur . . . . .. ... ... 92

3.1.4 Conclusion . . . ... .. ... 95

3.2  Extraction de régles de préférence contextuelle . . . .. .. ... ... L. 96
3.3  Construction de profil utilisateur . . . . . . ... ... ... ... ..... 99



TABLE DES MATIERES

3.3.1 Ordonner les régles de preferences contextuelles . . . . . . ... ..

3.3.2 L’algorithme PROFMINER . . . . . . . .. ... ... . .....

3.3.3 Conclusion . . ... .. L e

3.4 Méthodes d’utilisation duprofil . . . . . . .. ... ... ... .. .....

341 Bestrule . ... ..

3.4.2 Weighted voting . . . . . . .. . ...

3.4.3 Rangevoting . . .. . .. . ...
3.4.4 Relation entre la fonction de coiit et les mesures de précision et

rappel . ... L e

3.4.5 Conclusion . . . . .. . . . . e

3.5 Conclusion. . . . . . . . . e

4 Expérimentation

4.1 Présentation des données . . . . . . . ... Lo

4.2 Extraction de régles de préférences . . . . . . . ... ... ..

4.2.1 Quantité desrégles . . . . . . . ... e

4.2.2 Temps d’execution . . . . . . . . . .. . e

4.3 Construction de profil utilisateur . . . . . .. ... ..o

4.3.1 Concision duprofil . . . . ... ..o oL

4.3.2 Intelligibilité du profil . . . . . .. .. ... oL

4.4 Qualité de prédiction du profil . . . . . . . . ... oL

4.4.1 Best-rule versus Weighted Voting . . . . . . .. ... ... .....

4.4.2 Best-rule versus Range Voting . . . . . ... .. .. ... ......

4.4.3 Range Voting versus Order-by-pref . . . . .. ... ... ... ...

4.5 Conclusion . . . . . . . Lo

Conclusion

Conclusion générale et perspectives

ITIT Annexes

A Pré-traitement
A1l Introduction . . . . . . . . . . . e
A.2 Présentation de la base de données . . . . .. .. ... .. ...
A.3 Pré-traitement des données . . . . . .. ... ..o

A.3.1 Exporterlesdonnées . . . .. .. ... ... ... ...

15

131

133
133

137



16

A.3.2 dtemization . . . ... ...
A.3.3 Format SVMrank . . . . . . ... oL o
B Documentation ProfMiner
B.1 Overview . . . . . . . . e
B.2 Input Data . .. .. . . . . . . . . e e e
B.2.1 Pairwise Format . . . ... .. ... ... ... 0.
B.2.2 Quantitative Format . . . . .. .. ... ... ... ... ..
B.2.3 Dictionary . . . . . . . ..
B.3 Contextual Rule Mining . . . . . . .. .. ... .. ...
B.3.1 Constraints . . . . . . . . . . . e
B.4 Profile Construction . . . . . . .. . ... .. .. ... e
B.4.1 Primary Ranker for Construction . . . . .. ... ... ... ....
B.4.2 User Profile Format . . ... ... ... ... ... .........
B.5 Prediction . . . . . ...
B.5.1 Primary Ranker . . . .. ... ... ... ... .. ... ...,

B.6 Test .. ........
B.6.1 Simple Test File
B.6.2 Cross-Validation

B.7 Statistics . ... ...

B.8 Command Line Helps
B.8.1 Verbose Mode .
B.8.2 Short Help . .

B.8.3 Version number

C Tableaux Résultats
C.1 Protocol Expérimental

Bibliographie

0.
B.5.2 Secondary Ranker . . .. . ... ... ... ... .. ........

149
149
150
150
151
151
152
152
152
152
153
153
153
154
154
154
154
154
156
156
157
157

159
159

170



Liste des tableaux

1.1
1.2

2.1
2.2
2.3

3.1
3.2
3.3

4.1
4.2
4.3
4.4

C.1
C.2
C.3

C4

Instance d’une relation films . . . . . . . . . .. .o Lo

Types de relations binaires . . . . . . . . . . . ... ... ...

(a) Utilisateurs (b) Préférences quantitatives (c) Préférences qualitatives .
Instance d’une relation films . . . . . . . . ... L oL

récapitulatif sur les méthodes d’apprentissage de préférences . . . . . . . .

Notations utilisées dans ce chapitre . . . . . . . .. ... ... .. .....
Une base de données transactionnelle et une base de préférences . . . . . .

Reégles de MCPg.2,0.6 ordonnées en fonction de >4 et la construction de
profil avec (k=1) . . . . . .

Base de preferences sur les films . . . .. .. ... ... .00
Taille des enregistrements . . . . . . . . .. ... Lo L.
10 meilleures régles extraites de la base Userd8 (k=1). . ... ... ...

10 meilleures régles extraites de la base User1125 (k=1). . ... ... ..

Caractéristique des fichiers . . . . . . . . . . ... ... ... . ...
SVM Rank validation croisée . . . . . .. ... .. oL

Moyenne des performances sans range voting pour minsupp=0.006 et min-
conf =0.75 . . . . e e

Moyenne des performances avec range voting pour minsupp=0.006 et min-
conf =0.75 . . . . e e

17

68



18



Liste des figures

1.1 (a) CP-Nets correspondant aux films; (b) le graphe de préférences induit. 48
2.1 Exemple de classement des résultats d’une requéte . . . . . ... ... 53
2.2 classement de labels [FH10] . . . ... ... ... . ... ... ...... 54
2.3 Classement d’instance [FH10|] . . . .. ... ... ... .. ... ...... 55
2.4 Classement d’objets [FH10] . . . ... .. ... . ... ... ...... 56
2.5 Reéseau Bayesien de Préférences [dABAdS13| . . . . . . .. .. ... ... 72
3.1 Un graphe de preferences . . . . . .. .. ... ... ... .. ..., 88
3.2 La relation de préférence >%’“ induite par la meilleure régle . . . . . . . .. 104
3.3 L’ordre induit par la strategie du Range Voting >?[’}"" ............ 107
4.1 Présentation de la base de données . . . . . . ... oL 114
4.2 Performances de CONTPREFMINER en fonctionde : . . . ... ... ... 116
4.3 Pourcentage des régles en fonction de la taille des contextes . . . . .. .. 117
4.4 Nombre de régles de préférences en fonctionde k& . . . . . ... ... ... 119
4.5 Pourcentage de régles en fonction de la taille des contextes. . . . . . . .. 121
4.6 Efficacité des strategie Best Rule et Weighted Voting . . . . . . . ... .. 123
4.7 Efficacité des strategie de classement . . . . . . .. ... ... ... L. 125
4.8 Efficacité des stratégies Range Voting et ORDER-BY-PREF . . . . . .. .. 127
4.9 Differences de precision (Diff pr), rappel (Diff rec) et F-mesure (Diff fm)

entre les strategie Range Voting et Best Rule. . . . . . ... ... ... .. 128
4.10 Taux d’accord et de complétude de >, en fonction de >lﬁ’" ........ 128
A1 Notes des utilisateurs . . . . . . . . ... oL 144

19



20



Liste des algorithmes

3.1 CONTPREFMINER . . . . . . . . . o e e s
3.2 CONTENUM . . . . . e e e
3.3 PROFMINER . . . . . . v i et e e e e e e s e e e

21



22



Introduction générale

Contexte et motivations

Depuis une dizaine d’années, le probléme de la représentation de préférences suscite
un intérét croissant dans le domaine de I'Intelligence Artificielle. Dans ce cadre, ont
été proposés de nombreux formalismes permettant de représenter les préférences d’un
utilisateur sur un ensemble d’objets, de la maniére la plus concise et la plus fidéle possible,

tout en permettant un raisonnement sur ces préférences.

Parmi les modéles proposés, on trouve deux grandes classes de modéles : les modéles
quantitatifs, qui affectent un degré d’intérét a chacun des objets [AW00, KI04], et les
modéles qualitatifs, qui permettent notamment d’exprimer I'incomparabilité, au premier
rang desquels les CP-nets, et plus généralement les modeéles de préférences condition-
nelles [Cho03, Kie02, Wil04, BBD"03]. La formulation qualitative est plus générale que
la formulation quantitative : toutes les relations de préférences ne peuvent pas étre ex-

primées avec des fonctions de scores ou a travers un degré d’intérét.

En pratique, il est cependant constaté que la construction manuelle de modéles de
préférences reste a la fois complexe et consommatrice de temps. De ce fait, I’apprentis-
sage automatique de modéles de préférences, en s’appuyant sur les interactions entre un

systéme et des utilisateurs, joue un réle critique dans de nombreuses applications.

Il existe deux grandes approches pour apprendre automatiquement les préférences
utilisateurs : I'apprentissage de préférences quantitatives et ’apprentissage de préfé-
rences qualitatives. Dans ’apprentissage de préférences quantitatives, 'objectif est d’ap-
prendre une fonction de scores sur les données d’apprentissage; le modéle appris as-
signe un score individuel & chaque objet, score qui peut étre ainsi utilisé pour les clas-
ser [Joa06, FISS03, X107, BSRT05]. Malheureusement, les modéles appris dans 1’ap-
proche quantitative ne sont pas, toujours, facilement compréhensibles par 1'utilisateur
afin que ce dernier puisse les compléter ou bien les corriger.

Les travaux dans 'apprentissage de préférences qualitatives apprennent une relation bi-
naire sur les données d’apprentissage [HEK03, Jea08, CKL ™10, GLS14, DKSS11]. Cepen-
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dant certains travaux ne considérent pas les préférences contextuelles [HEK03, Jea0g],
d’autres ne peuvent pas travailler sur des données bruitées |CKLT 10, YWLA0S, SMOG6,
DIVOT].

Dans ce contexte, I’objectif principal de ce travail est de proposer de nouvelles méthodes
de découvertes de préférences qualitatives satisfaisants les deux principaux critéres sui-

vants :

— Compréhensibilité : Les modéles de préférences construits doivent étre compré-
hensibles par un utilisateur afin d’étre complétés voir corrigés. Pour cette raison,
nous construirons des modéles de préférences basés sur des régles de préférences
conditionnelles exprimant de maniére intelligible les préférences d’un utilisateur.

— Concision et consistance : la contrainte de concision signifie que le nombre de régles
de préférences contextuelles dans le profil doit étre gérable, tandis que la consistance
garantit que les régles de préférences que composent les profils sont en accord avec
un grand nombre de préférences utilisateurs et contredisent un petit nombre d’entre
elles.

Pour construire de tels modéles, nous proposons un algorithme en deux phases :

— Une premiére phase d’extraction de toutes les régles de préférences pertinentes,

— Une seconde phase de sélection d’un sous-ensemble compréhensif et consistant de
régles de préférences; cette seconde phase sélectionnera de maniére gloutonne les
régles les plus pertinentes.

Nous présentons dans la section suivante les grandes lignes des propositions que nous

avons effectuées.

Principales contributions

Comme nous 'avons indiqué dans la section précédente, notre contribution consiste
principalement en un algorithme & deux phases; ces deux phases sont décrites dans les

sections suivantes :

Extraction de régles de préférences contextuelles

L’objectif de cette phase est d’extraire toutes les régles de préférences contextuelles
qui satisfont un certain nombre de critéres. Pour cela, nous avons proposé un algorithme
en profondeur inspiré de ECLAT [Zak00] et appelé CONTPREFMINER. Aprés cette pre-
miére phase, nous constatons qu’il y’a une grande quantités de régles extraites et, qu’il

existe un certain nombre de régles redondantes et voire superflues. Il est par conséquent
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nécessaire d’avoir une seconde phase permettant de sélectionner seulement les régles les

plus pertinentes pour construire un modéle.

Construction de profil utilisateurs

Nous avons besoin d’une seconde phase pour construire le modéle a partir de I'en-
semble des régles de préférences contextuelles extraites par CONTPREFMINER. Le mo-
déle construit est le profil d’un utilisateur, il est composé d’un ensemble de régles de
préférences contextuelles| ART06] qui satisfont quelques critéres intéressantes comme la
consistance et la concision. La consistance garantie que les régles de préférences qui
constituent le profil sont en accord avec un grand nombre de préférences utilisateurs
et en contredisent un petit nombre. D’un autre coté, la concision indique que le profil
construit est constitué d’un petit nombre de régles de préférences contextuelles. L’algo-

rithme permettant de construire le modéle est nommé PROFMINER.

Méthodes d’utilisation des profils

En plus d’avoir introduit la méthode PROFMINER pour la construction du profil utili-
sateur, nous avons aussi proposé trois stratégies de classements qui permettent d’utiliser
le profil construit dans le but de classer les objets. Les trois stratégies de classement que

nous avons proposés sont décrites en détail dans les sections 3.4.1, 3.4.2, et 3.4.3.

Nous soutenons que notre approche basée sur les régles de préférences contextuelles
a un réel avantage sur les autres méthodes : Le modéle construit est facilement compré-
hensible par 1'utilisateur, il est aussi facilement gérable grice a sa petite taille. En plus
de la possibilité de gérer la taille du profil construit, la consistance du profil garantit que

notre modéle & une bonne qualité de prédiction.

Organisation du mémoire

Ce manuscrit est composé de trois principales parties :

1. La premiére partie comporte deux chapitres sur ’état de l'art en rapport avec le

théme que nous abordons.

2. La deuxiéme partie est composée également de deux chapitres concernant notre
contribution sur la construction de profil utilisateur ainsi que les expérimentations

permettant de valider notre approche.

3. La troisiéme partie est constituée d’ annexes; Nous présentons dans cette partie

les pré-traitements que nous avons effectués sur les données afin d’avoir un for-
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mat utilisable par notre approche. Nous présentons également une documentation
de I'implémentation que nous avons effectuée et des tableaux contenant en détail

certains résultats de la partie expérimentale.

Premiére partie

Le chapitre 1 présente quelques notions sur les relations binaires ainsi que leurs pro-
priétés. Nous présentons également les deux approches qui existent pour formuler les
préférences élémentaires. Nous présentons également les méthodes qui existent pour com-
biner les préférences élémentaires dans un modéle. Les notions présentées dans ce chapitre
sont essentielles pour comprendre les notions présentées dans le chapitre 2.

Le chapitre 2 est consacré & ’étude des méthodes d’apprentissage de préférences. Nous
distinguons les méthodes qui utilisent 'approche qualitative ainsi que les méthodes qui
utilisent I'approche quantitative. Dans chaque approche nous distinguons les méthodes
qui modélisent les préférences contextuelles et les méthodes qui ne prennent pas en compte

le contexte pour modéliser les préférences .

Deuxiéme partie

Le chapitre 3 présente les contributions que nous avons effectuées dans cette thése,
a savoir : I'algorithme CONTPREFMINER pour extraire les régles de préférences contex-
tuelles qui satisfont certaines contraintes, l'algorithme PROFMINER pour construire le
profil utilisateur & partir des régles extraites par CONTPREFMINER et les trois méthodes
de classements : Best-rules 3.4.1, Weighted-voting 3.4.2 et Range Voting 3.4.3.

Le chapitre 4 présente les expérimentations que nous avons effectuées pour valider
notre approche. Dans les expérimentations, nous avons testé les performances des algo-
rithmes CONTPREFMINER et PROFMINER ainsi que les trois méthodes de prédiction.
Les expérimentations effectuées sur CONTPREFMINER concernent la quantité des régles
extraites en fonction d’un certain nombre de contraintes ainsi que le temps d’exécution
de l'algorithme. Les expérimentations sur PROFMINER concernent la concision et l'in-
telligibilité du profil. Les expérimentations sur les méthodes de classement concernent
la qualité de prédiction du profil ainsi que les comparaisons avec certaines méthodes de
prédiction.

En conclusion générale, nous présentons le bilan des travaux que nous avons effectués
dans le cadre de la construction automatique de profil utilisateur basée sur I’extraction de
régles de préférences contextuelles. Nous dégageons ensuite les perspectives envisageables

pour ces travaux.
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Troisiéme partie

[’annexe A présente en détail le protocole de pré-traitement que nous avons effectué.
Nous présentons le pré-traitement effectué depuis la base de données jusqu’a ’obtention
du format de données supportable par notre algorithme. Ce format est le méme que celui
utilisé par SVMrank.

Dans l'annexe B, nous présentons la documentation de I'implémentation que nous
avons effectuée. Nous présentons un exemple d’exécution présentant des informations sur
la phase d’extraction de régles de préférences, sur la phase de construction de profil et
sur la phase de prédiction.

Dans 'annexe C, nous présentons les tableaux contenant en détail les performances
obtenues avec SVMrank en faisant varier le paramétre C qui permet le compromis entre
la largeur de la marge et le nombre d’erreur de classement. Nous montrons également
un tableau contenant les performances obtenues en utilisant la stratégie de classement

Best-rule et la méthode Range voting.
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Premiére partie

Etat de I'art
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Introduction

L’objectif de cette partie est de présenter un état de I'art sur les méthodes d’ap-
prentissage de préférences. Ces méthodes utilisent principalement deux approches pour
modéliser les préférences utilisateurs : a savoir ’approche qualitative ou bien I'approche
quantitative. Les méthodes qui utilisent I’approche qualitative apprennent une relation
de préférence binaire pour modéliser les préférences tandis que les méthodes qui utilisent
I’approche quantitative apprennent une fonction de score sur les données pour modéliser
les préférences. Les notions de relation de préférences binaires et de fonction de score

seront présentées dans le chapitre 1.

Le chapitre 1 présente quelques notions sur les relations binaires ainsi que leurs pro-
priétés, nous présentons aussi les deux approches qui existent pour formuler les préfé-
rences élémentaires. Nous présentons également les méthodes qui existent pour combiner
les préférences élémentaires dans un modéle. Les notions présentées dans ce chapitre sont

essentielles pour comprendre les notions présentées dans le chapitre 2.

Le chapitre 2 est consacré a I’étude des méthodes d’apprentissage de préférences.
Nous distinguons les méthodes qui utilisent ’approche qualitative ainsi que les méthodes
qui utilisent ’approche quantitative. Dans chaque approche, nous distinguons les mé-
thodes qui modélisent les préférences contextuelles et les méthodes qui ne prennent pas

en compte le contexte pour modéliser les préférences .
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Chapitre 1
Définition des concepts

L’objectif de ce chapitre est de présenter quelques notions de bases nécessaires a la
compréhension de I'état de l’art présenté dans le chapitre 2. Dans la section 1.1, nous
présentons quelques notions de bases nécessaires & la compréhension des préférences.
Cette section est composée de trois sous-sections. Dans la sous-section 1.1.1, nous rap-
pelons quelques définitions sur la notion de relation binaire. Puis dans la sous-section
1.1.2, nous présentons les modéles de préférences élémentaires : nous présentons les for-
mulations élémentaires quantitatives et les formulations élémentaires qualitatives. Enfin,
dans la sous-section 1.1.3, nous présentons quelques méthodes permettant de combiner
les préférences élémentaires dans un modéle. Les méthodes de combinaisons de préfé-
rences élémentaires que nous présentons sont les suivantes : les combinaisons prioritaires,
le modéle de préférence pareto et enfin les réseaux de préférences conditionnelles. Comme
exemple d’application, nous utilisons des informations sur des films suivis par des utili-

sateurs. La table 1.1 rassemble les informations sur ces films.

1.1 Notion de base sur les préférences

Dans cette section, nous présentons les notions de base sur les relations de préférences.
Il existe deux grandes approches pour modéliser les préférences : 'approche qualitative
et 'approche quantitative. Pour modéliser les préférences, I'approche qualitative utilise
les relations binaires |[Cho03, Kie02, Wil04] tandis que I’approche quantitative utilise les
fonctions de scores [AWO00, KI104|. Etant donné que dans notre travail, nous considérons
les modéles de préférences utilisés dans les bases de données relationnelles, nous adoptons
les notions qui sont utilisées dans ce domaine. Nous utilisons :

— R(A44,...,44) pour décrire un schéma relationnel avec d attributs A4;,1 < i < d ou

chaque attribut A; prend sa valeur dans un domaine dom(A4;).

35
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mid | Title Year | Genre | Director Actor Lang | Dur
t1 mi Jumanji 1995 | Act Johnston, J. Williams, R. Eng 102
to mo Grumpier Old Men 1995 | Com Matthau, W. Deutch, H. Eng 103
t3 m3 Waiting to Exhale 1995 | Dram | Whitaker, F. Hines, G. Eng 105
ta ma Father of the Bride Part II | 1995 | Com Shyer, C. Martin, S. Eng 108
ts ms Heat 1995 | Act Mann, M. Pacino, A. Eng 110
te me Sabrina, 1995 | Dram Pollack, S. Ford, H. Fr 115
tr my Tom and Huck 1995 | Adv Hewitt, P. Thomas, J. T. Eng 117
ts mg Sudden Death 1995 | Act Hyams, P. Van Damme, J.C. | Eng 120
tg mg GoldenEye 1995 | Adv Campbell, M. | Brosnan, P. Span | 121
tio | mio | American President 1995 | Rom Reiner, R. Douglas, M. Eng 124
t11 mi1 North 1995 | Dram Reiner, R. Wood, E. Eng 126
ti2 | miz2 | Copycat 1995 | Dram | Amiel, Jon Mulroney, D. Eng 128

— Lang : Language
— Dur : Duration
— com : comedy

— Act : Actor

— Dram : Drama
— Adv : Adventure
— Rom : Romance

TABLE 1.1 — Instance d’une relation films

- A= {A;, Ay, ..., Ag} pour désigner l'ensemble des attributs de R et dom(A) =

dom(A;) x ... x dom(Ag) le domaine de ses valeurs,

t pour désigner un tuple (ug,...,uq) € dom(A) de R,

r pour désigner une instance (i.e un ensemble de tuples) de R,
— B C A un sous-ensemble de 'ensemble des attributs,

— t|B] pour indiquer la projection de t sur B,

Cette section est organisée de la facon suivante : Nous rappelons les définitions basiques
sur les relations binaires (sous-section 1.1.1) puis nous montrons les approches qui existent
pour modéliser les préférences élémentaires (sous-section 1.1.2). Enfin, nous présentons

quelques mécanismes pour les combiner (sous-section 1.1.3).

1.1.1 Définitions basiques

Nous allons rappeler ici quelques définitions sur les relations binaires. Dans le travail
de [MOUO7], lauteur & effectué un état de 'art sur la personnalisation de requétes dans
le domaine des bases de données relationnelles.

Dans ce travail, [MOUO7| a présenté quelques définitions sur les concepts de bases et
relation de préférences. Nous réutilisons dans cette sous-section quelques définitions pré-

sentées dans ce travail. Ces définitions sont adaptées a notre travail puisque nous tra-
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vaillons sur les modéles de préférences utilisés dans les bases de données relationnelles. Il
est & noter que les adaptations du travail de [MOUO7] au notre ne sont faites qu’a partir

de la sous-section 1.1.2.

Définition 1 (Relation binaire). Une relation binaire R sur un ensemble E est un sous-
ensemble du produit cartésien EXE : c’est a dire un ensemble de couples (x,y) d’éléments
de FE.

Dans ce qui suit, nous utilisons la notation Ry pour indiquer que le couple (x,y)
appartient & la relation R. Pour la suite, nous présentons un ensemble de propriétés
qu’une relation binaire peut avoir. Une relation binaire est dite :

— réflexive si pour tout x € E, xRz

— irreflexive si pour tout x € E, =(zRx)

— symétrique si pour tout z,y € E, 2Ry = yRz.

— antisymétrique si pour tout z,y € E, 2Ry et yRz = z =y

— asymeétrique si pour tout z,y € E, 2Ry = —(yRx).

— compléte si pour tout z,y € E, xRy ou yRz

— transitive si pour tout z,y,z € E, Ry et yRz = aRz.

— négativement transitive si pour tout x,y, z € E =(2Ry) et =(yRz) = —(zRz2).

La table 1.2 présente des types de relations binaire ainsi que certaines de leurs propriétés.

Relation binaire = #* > < < >
réflexive oui | non | non | non | oui | oul
irréflexive non | oui | oui | oui | non | non
symétrique oui | oui | non | non | non | non
antisymétrique oui | non | non | non | oui | oui
asymétrique non | non | oui | oui | non | non
complete non | non | non | non | oui | oui
transitive oui | non | oui | oui | oul | oul
négativement transitive | non | oui | oui | oui | oui | oui

TABLE 1.2 — Types de relations binaires

Définition 2 (Relation d’indifférence). Etant donnée une relation R sur un ensemble E,

la relation d’indifférence notée ~g est définie pour tout x,y € E par : ~x si xRy et yRax.

Il est & noter que la relation d’indifférence ~g est symétrique. On constate aussi

qu’avec la relation d’indifférence, les couples (z,y) et (y,z) appartiennent a la relation R.
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Définition 3 (Relation d’incompatibilité). Etant donnée une relation R sur un ensemble
E, la relation d’incompatibilité notée || est définie pour tout x,y € E par : x||gy si

—(zRy) et ~(yRx).

On note que la relation d’incompatibilité z||py est symétrique. Avec cette relation,
les couples (z,y) et (y,x) ne sont pas dans la relation . Par la suite, toute relation de
préférence sera définie par une relation binaire R. La notion de préférence permet ainsi

de classer les éléments d’un ensemble E par ordre de préférence.

Définition 4 (Relation de préférence). Une relation de préférence sur un ensemble d’élé-

ments E est une relation binaire.

Dans ce cas, étant donnée une relation de préférences notée =g :

1. = >y y signifie que = est strictement préféré a y,

2. x ~y y signifie que x et y sont également préférés, et enfin

3. z||npy signifie qu’il n’y a ni indifférence, ni préférence entre x et y et on dit que =

et y ne sont pas comparables.

Définition 5 (Relation d’ordre). On appelle relation d’ordre sur un ensemble E toute

relation binaire sur E qui est réflexive, antisymétrique et transitive.

Si la relation d’ordre est compléte, elle est dite ordre total sinon l'ordre est partiel.

Définition 6 (Préordre). Un préordre sur un ensemble E est une relation binaire réflexive

et transitive.

A une relation d’ordre on peut associer une relation obtenue en dtant de celle-ci les

couples d’éléments identiques.

Définition 7 (Relation d’ordre strict). Une relation d’ordre strict sur un ensemble E est
une relation binaire 1rréflezive et transitive. L’ordre strict est dit faible, s’il est partiel et

négativement transitif.

En général, une relation de préférence est une relation d’ordre partiel strict. Pour la
suite, on utilisera le symbole > pour représenter une relation d’ordre et le symbole >
pour représenter une relation d’ordre strict. Néanmoins, le passage d’une relation d’ordre

a une relation d’ordre strict est toujours possible et on peut ’avoir comme suit :
1. Pour une relation d’ordre >, on définit la relation d’ordre strict associée > par :
pour tout z,y € Eix = y=xz > yet z #y.
2. pour une relation d’ordre strict >, on définit la relation d’ordre associée > par :

pourtout z,y e Ex >y=x>youx=y.
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Pour ordonner les éléments d’un ensemble, on peut utiliser une fonction d’utilité pour
que les éléments intéressants de ’ensemble regoivent des valeurs supérieurs & ceux qui le

sont moins.

Définition 8 (Fonction d’utilité). Une fonction d’utilité u est une fonction définie de :
E vers [0,1].

U:E+~—|[0,1]

Il est & noter que pour toute fonction d’utilité u, on peut associer une relation d’ordre total
., définie pour tout z,y € E par : & =, y si u(z) > u(y). Dans cette représentation par

une fonction d’utilité, deux éléments de méme utilité sont considérés comme indifférents.

Exemple 1. En considérant les données du tableau 1.1, un utilisateur peut fournir les
scores suivant sur les tuples de la table u(t1)=0,8, u(te)=0,7u(t3)=0,6, u(ts)=0,6. Dans
ce cas on a par exemple t1 =, to car u(ty)=0,8 > u(ta)=0,7. Etant donné que les scores

des tuples t3 et ts sont les mémes, ts et ts sont indifférents.

On constate, qu’en face d’'un grand nombre d’éléments, cette fagon de spécifier direc-
tement les scores sur les tuples peut étre fastidieux pour 'utilisateur. Nous présentons
dans la sous-section suivante les deux grandes approches pour modéliser les préférences

utilisateurs.

1.1.2 Représentation de préférences

Comme nous 'avons indiqué a l'introduction de cette sous-section, une préférence

peut étre représentée en utilisant la formulation qualitative ou bien en utilisant la formu-
lation quantitative. Dans la sous-section précédente (cf. sous-section 1.1.1), nous avons
défini de fagon générique la notion de relation binaire et la notion de fonction de scores
en utilisant un ensemble E.
Dans ce qui suit, nous considérons cet ensemble E comme étant I’ensemble des tuples
t = (ug,u2, ..., uq),u; € dom(A;) de R(Aj, As,...Ay). Etant donnée cette considération,
une relation de préférence (>,) sur un schéma R sera I’ensemble des couples de tuples
(ti,t;) de r tandis qu’'une fonction de score sera défini de dom(.A) vers |0,1|. Par consé-
quent t; =, t; signifiera que t; est préféré a t; sous >,.

Cette sous-section est organisée de la fagon suivante : Nous présentons quelques tra-

vaux sur la formulation de préférences qualitatives dans la sous-sous-section 1.1.2.1 puis
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dans la sous-sous-section 1.1.2.2, nous présentons les travaux sur la formalisation quan-
titative et enfin nous effectuons une synthése en présentant les avantages et les incon-
vénients qui existent sur l'utilisation de 1'une ou de l'autre approche (sous-sous-section
1.1.2.3).

1.1.2.1 Formulation qualitative

Il existe un certain nombre de travaux dans la formulation de préférences qualita-
tives [Cho03, Kie02, Wil04]. Dans les travaux de [Cho03], 'auteur utilise les formules
logiques pour exprimer les contraintes que deux tuples doivent satisfaire pour que 'un

soit préféré a 'autre. La définition d’une formule logique est la suivante [SKP11] :

Définition 9. Etant donné un schéma relationnel R et une instance r de R, une for-
mule de préférence PF(t;,t;) définit une relation de préférences =pp sur R, tel que pour
chaque paire de tuples t;, t; € r, t; =pr tj, si et seulement si , PF(t;,t;) est vrai.

PF est une disjonction de conjonction de forme normale (DFN) des conditions de pré-
dicats. PF = (Condiy A ... ACondiy,) V ... V (Condpy A ... A Condyy), ot chaque prédicat
Condgy a la forme : (1)t;[Ay]0ut;[Ay] ou (i) t[Ay]byco, ottty € r, ke {ij}, Ay, € A,co
€ dom(Ay) et 0, € {=,#,<,>,>,<} si A, est un attribut numérique et 0, € {=,#}

sinon.

En se basant sur cette formule, il est possible d’exprimer le choix sur plusieurs tuples en
utilisant une seule spécification de préférences.

Considérons la relation de préférence exprimée par la formule suivante :

Exemple 2. Soient deux tuples t;,t; appartenant a la table 1.1 : t; =pp, t;, si et seule-

ment si, (ti[genre] = tj[genre] A t;[Language/="English’ A t;[Language/="French’).

Cette formule de préférence exprime la préférence (PFp) d'un tuple ¢; & un tuple ¢; si et
seulement si les deux tuples ont le méme genre et que la langue du film t; est 1’Anglais et
que la langue du film ¢; est le Francais. Les couples de films qui satisfont & cette formule
de préférence sont : (t3,ts) , (t11,t6 ), (t10,t6)-

On constate qu’avec cette exemple, les prédicats ne sont liés que par des conjonctions.
Dans I'exemple suivant, nous allons illustrer 1'utilisation des disjonctions entre les prédi-

cats.

Exemple 3. Etant donnée deux tuples t;,t; € r, t; =pp, t;, si et seulement si, (t;[genre]
= tj[genre| Nt;[genre] = ‘drama’ At;[year| > tj[year]) V (t;[genre] = t;[genre] At;[genre]
= ’action’ Nt;[actor[= "Jean Claude Van damme’ At;[actor|# t;[actor]).
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Cette formule de préférence exprime la préférence (PFy) : Préférer les films de drames
récemment produits ou les films d’action dont P'acteur est ’Jean Claude Van damme’.
Les couples de films qui satisfont & cette formule de préférence sont : (ts,ts5),(ts, t1).
Puisque tous les films dans la table 1.1 sont produits dans la méme année, il n’y a pas de
films qui est plus récent qu’un autre. Le premier élément de la disjonction de préférence
ne renvoie pas donc de résultats. Les préférences de tg sur t5 et £ sont obtenues grace
au second élément de la disjonction.

D’autres auteurs ont travaillé sur la formulation qualitative des préférences. Dans [Wil04],
les auteurs utilisent des régles de préférences conditionnelles pour modéliser les préfé-

rences. La forme générale d’une régle de préférence conditionnelle est :
"si [conjonction de conditions élémentaires| alors [décision|"

La partie condition indique dans quelle condition la régle est appliquée et la partie dé-
cision montre le choix & opérer sur les valeurs si la partie condition est satisfaite. Le

formalisme proposé par Wilson [Wil04] est défini de la fagon suivante :

Définition 10. Soit A un ensemble d’attributs, U C A , a;1 et ajp € dom(A;) A; ¢ U.
Une régle de préférence contextuelle est sous la forme u : ajn = aio[W] tel que u € dom(U)
et W un sous-ensemble de S = A — (UU{A4;}).

En considérant la régle de préférence p = u : a;1 > a;[W], en utilisant la formule de
préférence de la Définition 9, cette régle de préférence peut étre représentée par le prédicat
suivant : t; >, tj ssi t;[S — W] = t;[S—WIAG[U] = 5 [U] = unti[As] = an At[A] = aio.
De fagon intuitif cette régle de préférence contextuelle indique que tout tuple ¢; contenant
u et a;1 est préféré a tout tuple t; contenant u et a;2 indépendamment des valeurs dans
dom (W), sachant que les valeurs dans dom(S — W) sont les mémes pour les deux tuples.
En utilisant le formalisme proposé par Wilson (cf. Définition 10), la préférence (PF)
représentée par la formule de préférence de 'exemple 2 est représentée par la régle de

préférence suivante :

Exemple 4.
T : Language =" English’ = Language =" French'[{Title,Y ear, Director, Actor}|

ot T me représente aucun attribut.

Cette régle indique la préférence des films Anglais aux films Frangais sans tenir compte
du titre du film, de 'année de production, du directeur du film ou bien de ’acteur.
Dans les travaux de [Kic02], 'auteur propose un langage formel pour modéliser les pré-

férences qui forment une relation d’ordre partiel strict. Pour cela, 'auteur propose un
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certain nombre de constructeurs de base; Dans ce travail, nous présentons que deux
constructeurs de base & savoir : le constructeur de base positif nommé POS et le construc-
teur de base négatif nommeée NEG.

Un constructeur de base a un ou plusieurs arguments, le premier argument représente un
attribut tandis que les autres arguments caractérisent la relation d’ordre partiel strict se

référant au nom de I'attribut. Un constructeur POS est défini de la fagon suivante :

Définition 11 (Préférence POS). Soient R un schéma relationnel,r une instance de R,
POS-set un ensemble fini de valeurs préférées d’un attribut A de domaine dom(A). La
preference P est une POS(A, POS-set) préférence siV t;,t;€ 1, ti=p t;, si et seulement
si, t;[A] € POS-set\t;[A] ¢ POS-set, ot POS-set C dom(A).

De fagon intuitive, cela signifie que les valeurs de 'attribut qui sont dans POS-set sont

préférées a toutes les autres valeurs de ’attribut qui ne sont pas dans POS-set.

Exemple 5. Supposons qu’un utilisateur exprime ses préférences sur les films de Uacteur
"Jean Claude Van Damme’. Cette préférence peut étre exprimée par le constructeur de
préférence P=POS({Actor}, {Van Damme, J.C.}).

Cette préférence indique que ’Van Damme, J.C.” est préféré a tous les autres acteur
de dom(Acteur). La relation de préférence notée >-p peut étre définie en utilisant la
formule de préférence suivante : t;>pp t; ssi (t;|actor|= 'Jean Claude Van damme’
Atilactor]# tj|actor]). Les couples de films qui satisfont cette relation de préférence sont :
(ts,t1), (ts, t2), (ts, t3), (ts, ta), (ts, t5), (ts, t6), (s, t7), (s, o), (ts, t10), (ts, t11), (ts, t12). Ce
qui signifie que le film le plus préféré de la table 1.1 est : Sudden Death.

De fagon similaire une NEG préférence est défini de la fagon suivante :

Définition 12 (Préférence NEG). Soient R un schéma relationnel,r, un instance de R,
NEG-set un ensemble fini de valeurs non préférées d’un attribut A de domaine dom(A).
La préférence P est une NEG(A, NEG-set) préférence si ¥ t;,t;€ r, t;>=p t;, si et seule-
ment st, t;[A] ¢ NEG-set Ntj[A] € NEG-set, o NEG-set C dom(A).

De fagon intuitive, cela signifie que les valeurs de l'attribut qui ne sont pas dans

NEG-set sont préférées a toutes les autres valeurs de 'attribut qui sont dans NEG-set.

Exemple 6. Supposons qu’un utilisateur exprime ses préférences sur les films de tout ac-
teur sauf ceux de I’ acteur *Jean Claude Van Damme’. Cette préférence peut étre exprimée
par le constructeur de préférence P=NEG({Actor}, {Van Damme, J.C.}).

Cette préférence indique que les films des autres acteurs sont préférés a ceux de 'Jean

Claude Van Damme’. La relation de préférence notée =, peut étre définie par les formules
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de préférence de la relation suivante. ¢;>pp t; ssi (tjlactor|= "Jean Claude Van damme’
Atilactor|# t;|actor]). Les couples de films qui satisfont cette relation de préférence sont

les suivants :

(t1,t8), (t2,t3), (t3,t8), (ta, ts), (t5,t3), (t6, ), (t7,t8), (ts, t9), (ti0, ts), (t11,t8), (t12,t8)

Dans ce cas, le film le moins préféré de la table 1.1 est Sudden Death.

On note que toutes les formulations de préférences définies dans cette sous-sous-section
utilisent les relations de préférences binaires pour exprimer les préférences. Nous avons
reformulé les propositions de |[[KieO2|et de [Wil04] grace la proposition de [Cho03] ce qui
montre que la proposition de [Cho03] est plus générale que les propositions de Kiebling
[Kie02] et de Wilson [Wil04].

1.1.2.2 Formulation quantitative

Dans ’approche quantitative, les préférences sont exprimées en utilisant des fonctions
qui associent des scores numeériques a chaque tuple de la base de données [AWO00|. Les
scores expriment combien les tuples sont importants. Pour une fonction de score u (cf.

Définition 8), un tuple ¢; est préféré a un t; ssi u(t;) > u(t;).

Exemple 7. Etant donnée une fonction de score u(t; )=0,001 x t;[durée], les tuples t1,t2
et tg de la tablel.lont respectivement les scores 0,102, 0,103 et 0,105. Par conséquent tq

est préféré a to qui est préféré a ts.

Dans les travaux de [KI104], les auteurs proposent une définition en intention des fonctions
de scores. Le principe est de fixer des contraintes que les tuples doivent satisfaire puis
d’assigner un score de préférence & ses tuples. Les scores de préférences sont généralement
dans lintervalle [0,1]. Avec ce principe, une préférence utilisateur peut étre définie de la

fagon suivante.

Définition 13. Soit R(Ay, ..., Ag) un schéma relationnel et dom(A;) le domaine de l’at-
tribut A;, 1 <1i < d. Une preference P sur R est une paire (Conditionp, Scorep) ou
1. Conditionp est de la forme Ay, Op,an, N ...\ Ay, On, an, et spécifie une conjonction
d’une simple condition de selection sur la valeur ap, € dom(Asy,,) des attributs
A, s € {1,d}, ou 6, € {=,>,<,<,>,%#} pour les attributs numériques 6, €
{=,#} pour les attributs catégoriels.

2. Scorep appartient & un domaine numérique prédéfini.
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Intuitivement, cette définition indique que le(s) tuple(s) qui satisfont la condition
Conditionp, se voient associer Scorep. Si un tuple satisfait les conditions de plusieurs
préférences P, alors les scores qui lui sont assignés sont combinés pour former qu’un seul
score[SIKP11]. Si score(t) est le score assigné au tuple t, alors un tuple ¢; est préféré a un

tuple t;, noté t; > t; si et seulement si score(t;) > score(t;).

Exemple 8. La préférence (Genre = action’ A Actor="Van Damme J.C’, 0.9) montre
un grand intérét sur les films dont Dacteur est "Van Damme J.C’, tandis que la préférence

(Language = ’French’, 0.1) indique un faible intérét pour les films Frangais.

Dans ce qui suit nous allons présenter les avantages et les inconvénients des formulations

qualitatives et quantitatives.

1.1.2.3 Formulation qualitative VS Formulation quantitative

Les préférences qualitatives sont exprimées de fagon relative en comparant les tuples
en question[Cho03, Kie02]. Tandis qu’avec les approches quantitatives, les préférences
sont exprimées de fagon absolue : directement sur les tuples en question[AW00, KI04].
La formulation qualitative est plus générale que la formulation quantitative : toutes les
relations de préférences ne peuvent pas étre exprimées avec des fonctions de scores ou a

travers un degré d’intérét.

Exemple 9. En considérant l'exemple 2, pour rappel les couples de films qui satisfont le
prédicat

PF(t;, t;)=(ti[genre] = t;[genre] N t;[Language]/="English’ A tj[Language/="French’)
sont les suivants : (t3,ts) , (t11,t6 ), (t10,%s)-

On constate dans cet exemple qu’il n’y a pas de préférence entre les tuples ts, tg, t11,t10
et les autres tuples de la table 1.1. Par exemple, il n’y a pas de préférence entre ces tuples
et le tuple t4. Par conséquent, en utilisant la formulation quantitative avec les fonctions
de scores, le score de t4, tg ,t11, t12 t3 doit étre le méme. Si les scores des cing tuples sont
égaux alors les tuples tg ,t11,t12 t3 sont incomparables, ce qui est faux. Par conséquent,

il n’y a pas de fonction de score qui capture cette relation de préférence qualitative.

Toutefois, avec les préférences qualitatives, il n’est pas possible de connaitre combien
un item est préféré par rapport a un autre. Par exemple, il n’est pas possible d’exprimer
des préférences de la forme : ’j’aime beaucoup plus les comédies que les drames et encore

plus les films d’action que les comédies.
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Dans cette section, nous avons présenté les deux approches qui existent pour formuler
les préférences élémentaires. Dans la section suivante, nous présentons les techniques pour

combiner les préférences élémentaires de I'utilisateur dans un modéle.

1.1.3 Combinaison de préférences

Dans les sections précédentes, nous avons présenté les approches qui existent pour mo-
déliser les préférences individuelles. Nous allons maintenant voir comment combiner ces
préférences dans un modéle. Nous présentons dans la sous-sous-section 1.1.3.1 les mo-
déles de préférences prioritaires puis dans la sous-sous-section 1.1.3.2, nous présentons les
modeéles de préférences Pareto. Enfin dans la sous-sous-section 1.1.3.3, nous présentons

les réseaux de préférences conditionnelles.

1.1.3.1 Composition de préférences prioritaires

Etant données deux relations de préférences >, et >, , dans la relation de préférence
prioritaire, une des relations de préférence est prioritaire sur I'autre : soit >, est prio-
ritaire sur =, soit c’est le contraire. La définition suivante présente la composition de

préférences prioritaire sur deux relations de préférences =, et =, .

Définition 14. Soient =, et =, deuz relations de préférences définies sur le méme
schéma relationnel R. La relation de préférence prioritaire =p, & =p, est définie sur R
par : quelque soit t;, t; de R, t; =p, & =, t; si et seulement si (t; =p, t;) V (t;i ~p,
tj Aty =, t5).

La définition intuitive de la composition prioritaire est la suivante : utiliser >, si et

seulement si >, n’est pas applicable.

Exemple 10. Soient deuz relations de préférences =, et =p, tel que : t; =p, t;, si et
seulement si, ti[genre] =" Drama’ Atj[genre] =" Comedy'. Et t; =, t;, si et seulement
si, ti{Language] =" French’ A tj[Language] =" English’.

La relation de préférence prioritaire =y, &=, peut étre définie comme : t;i=p &=, t;,
si et seulement si, (t;[genre] =" Dramd’ A tj[genre] =" Comedy’) V (t;[genre] #'
drama’ At;[Language] =" French/ Atj[Language] =" English')V (t;[genre] # Comedy A
ti[Language] =" French’' A tj[Language] =" English’).

En considérant la relation de préférence prioritaire =, &>, , les couples de films qui

satisfont cette relation de préférence sont : (tg,t4), (t6,t2).
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En appliquant la composition prioritaire sur des schémas relationnels différents, on ob-

tient la relation de préférence Lexicographique [SKP11].

Définition 15. Soient =, et =, deux relations de préférences définies sur les schémas
relationnels R et R’ dont les attributs prennent leurs valeurs dans dom(A) et dom(A’)
respectivement. La relation de préférence lexicographique =y, &=, définie sur le produit
cartésien Rx R est un sous ensemble de dom(A)xdom(A’) tel que (t;,t}) =p, &=y, (t;, 1))
si et seulement si (t; =p, t;) V (ti ~p, tj At =p, t7), ot t; et t; sont des tuples de R et

t; et t’ des tuples de R'.

1.1.3.2 Modéle pareto

Dans la composition pareto, les relations de préférences dans le modéle ont une impor-
tance égale. La définition suivante présente la composition de préférence pareto sur deux

relations de préférences =, et =, .

Définition 16. Soient =, et =, deux relations de preferences sur le méme schema
relationnel R. La relation de composition pareto =, Q= est définie sur la relation R
comme suit : YV tiyt; de R, ti>‘px®>'pytj 881 (tz‘ >pe tj/\—\<tj > py tz)) V (tz‘ > Dy t; /\—\(tj >pe

t;)).

Il est & noter que pour deux tuples t; et to et une relation de préférence >,, —(t1 >,
ta) = (t2 > t1) V (t1 ~p t2). De facon intuitive sous la composition pareto, un tuple ¢ est
préféré & un tuple w si ¢ est au moins aussi préféré que u pour une relation de préférences

et que t est absolument plus préféré que u pour l'autre relation de préférences.

Exemple 11. La préférence pareto p,@p, (pz et p, sont définies dans ’exemple 10)

peut étre défini comme : ti=p ®=p t;, si et seulement si, (1; [genre] = ‘drame’
!/

A tilgenre] =" comedy A ti[Language] =" French'A tj[Language] =" English’)Vv
| =" French/A tj[Language] =" English'A tjlgenre]# ’Drame’) V
]_/

=" French’'A tj[Language] =" English’A t;[genre]# comedy’).

(ti[Language
(t;[Language

Le modéle de préférence pareto peut étre aussi appliqué sur des relations qui sont dé-
finies sur des schémas différents [SICP11]. Soient >, et =, deux relations de préférences
définies sur les schémas relationnels R et R’ avec des domaines d’attributs dom(A) et
dom(A’) respectivement. La relation de préférence pareto multi-dimensionnelle -, ®>,,
définie sur le produit cartésien R x R’ est un sous ensemble de dom(A)x dom(A’) tel que
(tist]) =p,@=p, (t;,1;) si et seulement si (t; =y, tiA (] =p, 1)) V (8 =p, t; A(t; =p,
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t;)) ot t; et t; sont des tuples de R et t] et ¢} sont des tuples de R'.

1.1.3.3 Reéseaux de preferences conditionnelles (CP-nets)

Les réseaux de préférences conditionnelles CP-nets permettent de représenter de fagon
compacte et intuitive les relations de préférences. C’est un formalisme graphique qui

permet de modéliser les préférences conditionnelles de fagon qualitative [BBD03].

Un CP-net sur un ensemble d’attributs A = {Ay, ..., A4} est un graphe direct dans
lequel il existe un noeud pour chaque attribut A; dans A. Si une fléche d'un attribut A;
vers un attribut A; existe, alors A; est dit parent de A;, on note Pa(A;) tous les parents
d’une variable A4;.

Si Pa(A;) est 'ensemble des parents de A;, les préférences sur attribut A; dépendent

de celles sur les attributs parents de A; .

Les tables de préférences conditionnelles (CPT) décrivent les préférences sur les va-
leurs A; en se basant sur la combinaison des valeurs des parents de A;.
Une table de préférences conditionnelle de A;, noté CPT(A;), contient un ensemble de
régles de préférences de la forme z; : a;1 = ajo; on z; €dom(Pa(A;)) et a;1, ajx appar-
tiennent & dom(A;).
Ces régles de préférences sont interprétées de la fagon suivante : étant donnée z;, a;1 est
strictement préféré a a;o (ceteris paribus).
En d’autres termes, cette régle de préférence indique qu'un tuple contenant z; et a;;
est préféré a un tuple contenant z; et a;o ssi les valeurs des deux tuples sur les autres
attributs sont les mémes.
Il est & noter que ces régles de préférences sont une spécialisation des régles de Wilson
présentées dans la Définition 10. Il suffit de constater que dans les régles présentées par
les CP-nets, Pa(A4;)=U et W = (). Nous allons ci aprés introduire la définition formelle
d’un CP-net [BBDT03].

Définition 17. Un CP-net sur les attributs A = {Aq, ..., Aq} est un graphe orienté sur
les attributs { Ay, Aa, ..., Ag} ot chaque noeud, A;, est annoté avec une table de préférence
conditionnelle, CPT(A;). Chaque table de préférence conditionnelle CPT(A;) associe un

ordre total >ii pour chaque instanciation z; de Pa(A;).

Exemple 12. En considérant la relation movies= {Genre, Director} tel que
dom(Genre) = {comedy,drama} et dom(Director) = {W.Allen, M.Curtiz}. Consi-
dérons ’expression de préférence suivant :

Préférer les films de comédie aux films de drames et préférer un film dirigé par W.Allen
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a un film dirigé par M. Curtiz pour les films de comédie et pour les films de drames,

préférer les films dirigés par M. Curtiz & ceuzr dirigés par W. Allen.

Le CP-net correspondant & cet exemple est représenté par la figure 1.1; ’élément le

drama ~W. Allen

| I

.
CPT(genre)

Bictior comedy: W.Allen > M. Curtiz
drama: M. Curtiz > W.Allen comedy~ W. Allen

CPT(director)

FIGURE 1.1 — (a) CP-Nets correspondant aux films; (b) le graphe de préférences induit.

plus au dessus du graphe est I’élément le moins préféré tandis que I’élément le plus en bas
du graphe est le meilleur élément. En considérant ce CP-net, 1’élément (drama,W.Allen)
est le moins préféré tandis que I’élément (Comedy,W.Allen) est le plus préféré.

Si on note N ce CP-net sur les attributs Genre et Director, N contient ’ensemble de

préférences conditionnelles suivant :
N = {comedy > drama,comedy : W.Allen = M.Curtiz,drama : M.Curtiz = W.Allen}

Ces régles de préférence sont tout simplement les contraintes exprimées par les tables de
préférences conditionnelles associés aux noeuds du CP-net.

Nous allons maintenant montrer comment comparer deux transactions en utilisant un
CP-net.

Définition 18. Soit N un CP-net sur A, A; € A un attribut et Pa(A;) C A les parents
de A; dans A. Soit Y = A — (Pa(A;) U{A;}). Soit =L Vordre sur dom(A;) induit par
CPT(X;) pour chaque instanciation z; dans dom(Pa(A;)) des parents de A;. Finalement,
soit = une relation de préférences sur dom(A). Une relation de préférences = satisfait

>—ii ssi pour chaque y €dom(Y') et chaque a;1, a;g € dom(A;), si yajz; = yaz; alors
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a;1 >—ii ;2.

Une relation de préférences = satisfait la table de préférences conditionnelles CPT(A;)
ssi elle satisfait =% pour chaque z; dans dom(Pa(A;)). Une relation de préférences -
satisfait le CP-net N ssi elle satisfait CPT(A;) pour chaque A;.

Un CP-net est satisfiable ssi il existe une relation de préférences = qui le satisfait.

Par conséquent, un réseaux N est satisfait par = ssi > satisfait chaque préférence
conditionnelle exprimée dans les tables de préférences conditionnelles de N sous les condi-

tions ceteris-paribus. [BBD 03] montre que tout CP-net acyclique est satisfiable.

Exemple 13. La relation de préférences = qui induit l'ordre :{comedy N W.Allen >
comedy N M.curtiz > drama A M.curtiz = drama A W.Allen} est la seule qui satisfait
le CP-net de la figure 1.1.

L’implication dans les CP-net est définie de la fagon standard.

Définition 19. Soit N un CP-net sur A et t;,t; € dom(A) deux tuples, N implique
ti = t; (i.e que lobjet t; est préféré atj) noté N |=t; = t; ssit; = tj est vrai dans toute

relation de préférence qui satisfait N.

Exemple 14. Le CP-net de la figure 1.1 implique que comedyW.Allen >
comedyM .Curtiz puisque Cette préférence est vraie dans la seule relation de préférence
qui satisfait le CP-net.

Les préférences exprimées en utilisant le formalisme des CP-nets sont des préférences
conditionnelles sous 'hypothése ceteris paribus. La préférence exprimée sur la valeur d’un
attribut dépend de la valeur d’autres attributs; avec les CP-nets,

il n’y a pas de préférences contradictoires : il n’est pas possible d’appliquer deux régles
en méme temps.

Néanmoins, le pouvoir d’expression des CP-nets est limité, il n’est pas possible de repré-
senter toutes les préférences. Cependant, pour les utilisateurs, il est plus facile d’utiliser
le principe ceteris paribus.

Le formalisme proposé par Wilson [Wil04] constitue une extension des CP-nets, ce for-
malisme permet de manipuler des expressions plus générales. Pour rappel, les régles de
Wilson sont sous la forme u : 2 > 2/[W] (cf. Définition 10). Il est montré que ces expres-
sions généralisent celles des CP-nets qui sont obtenues si W= ().

En considérant I’exemple suivant :

Exemple 15. Préférer les films de comédies auz films de drames sans tenir compte du

directeur du film.
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Cette expression de préférence n’est pas représentable avec les CP-nets puisqu’ils uti-
lisent le principe du ceteris paribus. Par contre en utilisant le formalisme de Wilson, cette

préférence peut étre représentée de la fagon suivante. T : comedy > drame[Director].

1.2 Conclusion

Dans ce chapitre, nous avons présenté la définition de quelques concepts fondamen-
taux sur la notion de préférences utilisateur. Nous avons commencé par rappeler quelques
éléments sur la théorie des ensembles (cf. sous-section 1.1.1). Puis nous avons présenté
comment formuler les préférences avec les deux principales approches qui existent dans
la littérature (cf. sous-section 1.1.2). Nous avons montré que la formulation qualita-
tive [Cho03, Kie02] utilise les relations binaires tandis que la formulation quantitative
[AWO00, KI04] utilise les fonctions de scores pour modéliser les préférences. Nous avons
ensuite montré dans la partie synthése (cf. sous-sous-section 1.1.2.3) que la formulation
qualitative est plus générale que la formulation quantitative : toute relation de préférence

ne peut étre exprimée par une fonction de score ou & travers un degré d’intérét.

Apres avoir présenté les préférences élémentaires (cf. sous-section 1.1.2), nous avons
montré comment combiner ces préférences dans un modéle (cf. sous-sectionl.1.3). Dans
la sous-sous-section 1.1.3.1, nous avons présenté les combinaisons prioritaire. Pour rap-
pel, avec la combinaison prioritaire, une préférence est prioritaire. Dans la sous-sous-
section 1.1.3.2, nous avons présenté les modéles de préférences Pareto. Avec les mo-
déles de préférence Pareto, toutes les préférences qui sont dans le modéle sont d’im-
portance égale. Enfin, dans la sous-sous-section 1.1.3.3, nous avons présenté les mo-
déles de préférences conditionnelles en présentant notamment les réseaux de préférences
conditionnelles| BBD " 03] ainsi que leurs généralisation proposés par Wilson|Wil04].

Dans le chapitre suivant, nous allons présenter les problématiques d’apprentissage de

préférences ainsi que quelques travaux qui ont été présentés dans ce sens.



Chapitre 2

Apprentissage pour le classement

Dans le chapitre 1 nous avons présenté les deux formalismes qui existent pour mo-

déliser les préférences utilisateurs a savoir : la formulation qualitative et la formulation
quantitative. Nous avons montré que dans la formulation qualitative, les préférences sont
représentées par une relation binaire [Cho03, Kie(02], tandis que dans la formulation quan-
titative les préférences sont représentées par une fonction de score[AW00, KI04].
De fagon similaire, il existe naturellement deux approches pour apprendre les préférences :
I’approche qualitative et I’approche quantitative. Les travaux qui apprennent les relations
de préférences binaires utilisent I’approche qualitative [HEK03, Jea08, CKL 10, GLS14,
DKSS11], tandis que ceux qui apprennent une fonction de score pour modéliser les pré-
férences utilisent 'approche quantitative [Joa06, FISS03, X107, BSR ™05, DKSS11].

Dans ce chapitre, nous nous intéressons sur un domaine qui a retenu beaucoup d’atten-
tions dans le domaine de la recherche d’informations et dans le domaine de I'apprentissage
machine (ou Machine Learning en anglais) [FH10] : Papprentissage pour le classement
(ou Learning to rank en anglais). Le probléme d’apprentissage pour le classement consiste
a apprendre un modéle de préférences sur des données d’apprentissages puis d’utiliser le
modéle appris pour prédire les préférences sur de nouvelles données (données test) ou sur

les mémes données mais dans un contexte différent [FH10, DIKSST1].

Ce chapitre est organisé de la fagon suivante : Nous commengons par présenter les
problématiques d’apprentissage pour le classement (cf. section 2.1). Dans la section 2.3,
nous présentons les deux grandes approches qui existent dans le domaine de ’apprentis-
sage pour le classement : & savoir 'approche qualitative et I’approche quantitative. Pour
bien étudier les méthodes que nous présentons dans la section 2.3, nous avons défini des
critéres d’études dans la section 2.2. Dans la section 2.4, nous effectuons une synthése

des travaux que nous avons présentés.
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2.1 Probléme de classement

Le classement (ou ranking en anglais) est I'un des problémes fondamental dans le domaine
de la recherche d’information et dans le domaine de ’apprentissage machine. Le probléme

consiste & classer un ensemble d’éléments par ordre de préférences.

Nous avons vu dans le chapitre 1 que les préférences sur les éléments peuvent étre
exprimées en utilisant I'approche qualitative ou en utilisant ’approche qualitative. Par
conséquent, le probléme de classement revient alors a classer des éléments en se basant

sur une relation binaire ou sur des scores individuels associés & chaque élément.

Exemple 16. La figure 2.1 représente un classement des documents représentants les

réponses a la requéte <learning to rank>> exprimée sur le moteur de recherche de Google.

L’apprentissage pour le classement utilise les techniques de I'apprentissage machine
pour résoudre des problémes de classements. Son objectif est d’apprendre un modéle de
préférences sur les données d’apprentissage et utiliser ce modéle pour prédire un classe-
ment sur de nouvels objets ou les mémes objets mais dans un contexte différent [F'H10].
La qualité de prédiction du modéle appris pourra étre évalué en utilisant des mesures
de performances. L’apprentissage pour le classement peut étre utilisé dans plusieurs do-
maines :

— Recherche d’information,

— Traitement automatique de la langue naturelle

— Data Mining.

Les applications typiques de I'apprentissage pour le classement sont :

— Recherche de documents

— Filtrage collaboratif

— Résumé de texte.

Dans les sous-sections suivantes, nous présentons les trois problémes de classements
qui existent dans la littérature [FFH10|. Nous allons voir que selon le type de probléme de
classement traité, nous avons des formes de données différentes et pouvons utiliser une
approche qualitative ou une approche quantitative pour résoudre le probléme.

Pour illustrer les trois problémes de classements, nous utilisons ’exemple suivant :

Exemple 17. Considérons deux utilisateurs qui expriment leurs préférences sur les trois
premiers films de la table 1.1 du chapitre 1. Les informations sur les utilisateurs, les
préférences quantitatives exprimées sur les films ainsi que les paires de préférences qui en
résultent sont stockées dans les tables de schémas (Userid, Genre, Age, Adresse), (Userid,
Movid, Note) et (Userid, Paires).
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FIGURE 2.1 — Exemple de classement des résultats d’une requéte

Uid | Movid | Note Uid Paires
Uid | Genre | Age | Adr U uul Faible w_| {ms,mo)
. U1 ma Moyen up | (mg, my)

Uy M 25 | Paris
. Uy ms Fort up | (mo, mp)

U9 F 25 | Nice
U9 m Fort ug | (my, ma)

us F 25 | Lyon
U9 mo Moyen ug | (my, ms)
U9 ms Faible ug | (mo, ms)

(a) (b) ()
TABLE 2.1 — (a) Utilisateurs (b) Préférences quantitatives (c¢) Préférences qualitatives

2.1.1 Classement de labels

Le classement de labels (ou labels ranking en anglais) est un probléme d’apprentissage
pour le classement dont la forme des données est constituée par des paires de labels
l; =4 l; indiquant que pour l'objet x € X, le label [; est préféré au label ;.

Le probléme de classement consiste a ordonner les labels pour chaque objet x. Les labels
peuvent étre vus comme des entités sans contenu, tandis qu’un objet peut étre vu comme
un tuple d’une base de données.

Le probléme du classement de labels peut étre résolu en utilisant une approche quanti-

tative [DMS04, HpRZ02, HpRZ03|, en apprenant une fonction de score
[f: X xL—=Rtel quely =, ;= f(x,l;) > f(x,1;)

ou en utilisant I’approche qualitative [HFCBO08|, en apprenant pour chaque paire de labels
(I5,1;) un prédicat Q;;(x) permettant de predire si l; >, [; ou l; >, l;; le probléme est

résumé sur la figure 2.2.
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Etant donnés :

— r une instance d’un schema relationnel (R)

un ensemble de tuples {t;[i =1,2,....,n} Cr

un ensemble de labels £ = {l;]i = 1,2,...,k}

— Pour chaque objet ¢ : un ensemble de paires de preferences de la forme [; > [;

Trouver :

— une fonction de préférence qui associe a chaque t € r un classement >=; dans £

FIGURE 2.2 — classement de labels [F'H10]

Pour illustrer le probléme du classement de labels, nous considérons le scénario suivant :

Exemple 18. FEtant donné le scénario décrit dans l’exemple 17, nous considérons les
utilisateurs comme étant des objets (ou tuples) et les films comme étant des labels (ou

entités sans contenu,).

En considérant la table 2.1(b), on constate que les utilisateurs classent les films de la
facon suivante :

Ul :Mmg > mo > mq

et

Ug 1M1 > Mo > M3

Cet ordre signifie que 'utilisateur u; préfére d’abord le film identifié par ms, puis celui
identifié par msy et enfin celui identifié par m. On constate également que I'utilisateur us
préfére d’abord le film identifié par mq puis celui identifié par mso et enfin celui identifié

par mg. En considérant la figure 2.2, les données d’apprentissage sont alors les paires :
{(m3 =y, ma2), (M3 =y, m1), (Mo =y, m1), (M1 =y, M2), (M1 =y, M3), (M2 =y, Mm3)}

Le probléme du classement de labels consiste alors & apprendre un modéle de préférences
permettant de prédire la fagon dont un nouvel utilisateur (disons ug) va classer les trois
films {mq,ma,ms3}. Une étude compléte sur le classement de labels est disponible sur
[GV10].

Dans la section suivante, nous présentons un autre probléme d’apprentissage pour le
classement dont les données d’apprentissage sont constituées d’un ensemble d’objets et
d’un ensemble de labels; mais dans cette problématique, les labels associés aux objets

sont ordonnés.
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2.1.2 Classement d’instances

Le probléme du classement d’instances (ou Instance ranking en anglais) est un sous
probléme d’apprentissage pour le classement dont les données d’apprentissage sont consti-
tués par des objets et des labels ordonnées; les labels ordonnés appartiennent & un en-
semble fini de labels ordonnés.

Le probléme de classement consiste a classer de nouveaux objets en utilisant le modéle
appris sur les données d’apprentissages.

Pour résoudre le probléme de classement d’instances, on utilise une approche quantita-
tive. Dans le cas ol le nombre de labels ordonnés £ est égal & deux, ce probléme est
connu sous le nom de bipartite ranking. Dans le cas ol le nombre de labels ordonnés
L est supérieur & deux, le probléme est connu sous le nom de L-partite ranking|RA05]
ou multipartite-ranking|Cin09]. Le probléme de classement d’instance est résumé sur la
figure 2.3.

Nous utilisons ’exemple suivant pour illustrer le probléme.

Exemple 19. Considérons les préférences de l'utilisateur uy sur les trois premiers films
de la table 2.1(b). Nous considérons cette fois les films comme étant les objets sur lesquels
Uapprentissage est effectué (cette fois-ci nous allons donc considérer les caractéristiques
des films comme décrits dans le tableau 1.1). On constate qu’a chaque film est associé un
label parmi les labels { Faible, Moyen, Fort}.

Etant donnée cette considération, le probléme consiste & apprendre une fonction de score
f:r — {Faible, Moyen, Fort}.

Cette fonction de score doit permettre de classer de nouveaux films en leur assignant les

trois scores proposés.

Exemple 20. En considérant les données de la table 2.1(b), on constate qu’ a un film peut
étre associé un label parmi les labels :{ Faible, Moyen, Fort}. Les données d’apprentissage
sont alors les paires (mq,Faible),(mq,Moyen) et (ms, Fort).

En considérant trois nouveauz films {ms, my et ms} et en associant les scores Faible a
ms, Fort a my et Moyen a ms, la fonction de score apprise sur les trois premiers films
doit assigner des scores auz films mg, my et mg de sorte que f(myg) = Fort, f(ms) =
Moyen, f(ms) = Faible.

Pour plus d’informations sur les travaux effectués sur le classement d’instances, le lecteur

intéressé peut consulter les travaux de [WB11].

Dans les problémes présentés dans les sous-sections 2.1.1 et 2.1.2, chaque objet est



56 CHAPITRE 2 : APPRENTISSAGE POUR LE CLASSEMENT

Etant donnés :

— r une instance d’un schema relationnel (R)

Un ensemble de tuples {¢;|i =1,2,...,n} Cr

Un ensemble de Labels ordonnés £ = {ly,la, ..., [} tel que : I <y < ... <l
— Pour chaque instance d’apprentissage t; un label associé [;

Trouver :

— Une fonction de classement permettant d’ordonner un nouvel ensemble {¢;}/_; en se
basant sur les labels ordonnés (éventuellement inconnu) associés aux instances

FIGURE 2.3 — Classement d’instance [FHI10]

associé a un label (paires de labels) dans les données d’apprentissage. Dans la sous-
section suivante, nous allons présenter une problématique d’apprentissage dont les objets

constituants les données d’apprentissage ne sont pas associés a des labels.

2.1.3 Classement d’objets

Etant donnés :

— r une instance d’un schema relationnel (R)
— un ensemble fini de paires d’objets t; > t;, (t;, t;) € ¥ X r

Trouver :

— une fonction de préférence permettant de prédire entre deux objets lequel est le préféré

FIGURE 2.4 — Classement d’objets [FHI10]

Dans le probléme de classement d’objets (ou object ranking en anglais), objectif est
d’apprendre un modéle permettant de prédire entre deux objets donnés lequel est le pré-
féré. Les données d’apprentissage sont constituées de paires d’objets ou d’un exemple de
classements d’objets.

Le probléme de classement d’objets peut étre résolu en utilisant une approche quantita-

tive [DIKSS11], en apprenant une fonction de score :

fir—=Rtel quet; = t; = f(t;) > f(t)).
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ou en utilisant une approche qualitative [CSS99] : en apprenant un prédicat binaire
Q(t;,tj) permettant de prédire si t; > t; ou t; > ;.

Exemple 21. Pour illustrer le probléme de classement d’objets, nous allons considérer

les préférences de lutilisateur uy sur les films comme décrit dans la table 2.1(c).

En considérant les données de la table 2.1(c), les données d’apprentissage sont les
paires (ms,m2) (msz,m1) (m2,m1). Le probléme de classement d’objets consiste alors
& apprendre un modéle permettant de prédire comment l'utilisateur uq va classer de
nouveaux films en se basant sur les caractéristiques des films sur lesquels 1'utilisateur a

exprimé ses préférences.

2.1.4 Mesures d’évaluation pour le classement

Pour évaluer la qualité de prédiction des modéles de classements, plusieurs mesures de
performances peuvent étre utilisées. Les mesures de performances permettent d’évaluer
la confrontation entre le classement effectué par le modéle et le classement cible. Les

mesures de performances les plus utilisées sont :

— La Precision,
— Le rappel,
— La F-mesure
— Le Kindall
— La NDCG
Afin de pouvoir présenter la définition de ces mesures de performances, nous effectuons
les considérations suivantes :
— Soit D un ensemble de paires d’éléments (objets ou labels) (x1, x2) tel que 1 > x3.
— Soit M le modéle appris sur les données d’apprentissage.
— Soit T', le nombre de paires d’éléments concordants : c’est & dire le nombre d’élé-
ments classés de la méme fagon dans D et dans M.
— Soit F' le nombre de paires d’éléments discordants : c’est & dire le nombre de paires
d’éléments classés de facon différentes dans D et dans M.
— Soit I, le nombre de paires d’éléments que le modéle ne parvient pas a classer :
le nombre de paires d’éléments pour lesquels M n’est pas capable de préciser la
préférence de I'un sur 'autre.

En se basant sur ces notations, nous allons donner la définition de mesures :

T

P .. _
recision T+ F
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Rappel = 7577

2 % (precision * rappel)

F — mesure = —
preciston + rappel

T-F

Kindall = ——
At =R

Une autre mesure qui est fréquemment utilisée est la Normalized Disconted cumula-
tive Gain (NDCG). C’est une mesure qui évalue la qualité du classement effectué par le
modéle. Elle est utilisée dans le domaine de la recherche d’information pour évaluer la

qualité des algorithmes implémentés dans les moteurs de recherche [Wik14].

2.1.5 Synthése

Dans cette section, nous avons présenté le probléme de ’apprentissage pour le classement
ainsi que certaines de ces applications. Nous avons présenté également les trois problémes
de classement qui existent dans le littérature : & savoir le probléme du classement de la-
bels (cf. sous-section 2.1.1), le probléme de classement d’instances (cf. sous-section 2.1.2)

et le probléme de classement d’objets (cf. sous-section 2.1.3).

Nous avons vu que selon le type de probléme de classement attaqué, la forme des données
d’apprentissage est différent. Pour le classement de labels, les données d’apprentissage
sont constituées par des paires de labels pour chaque objet. Dans le probléme de classe-
ment d’instances, les données d’apprentissage ne sont pas constituées par des paires, mais
par des objets associés a des labels ordonnés. Dans le probléme de classement d’objets,
les objets ne sont pas associés & des labels, les données d’apprentissage sont constituées

par des paires d’objets.

Nous avons vu que pour apprendre les modéles de classement sur les données d’ap-
prentissage, pour le probléme du classement de labels et de classement d’objets, il est
possible d’utiliser I’approche qualitative [CS599, HECBOS| ou 'approche quantitative
[DMS04, HpRZ02, HpRZ03, XL07]. Tandis que pour le probléme de classement d’ins-
tances, I'objectif est de pouvoir classer les instances grace aux scores individuels associés
& chaque instance. Par conséquent, il n’est pas utile d’apprendre une relation binaire sur

les données d’apprentissage.
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Pour évaluer la qualité de prédiction du modéle appris, plusieurs mesures de performances
peuvent étre utilisées. Les mesures les plus utilisées sont notamment celles issues de la

recherche d’information : a savoir la Précision, le Rappel, la NDCG (cf. sous-section 2.1.4).

Dans ce qui suit (cf. sous-section 2.3), nous allons présenter quelques travaux sur l'ap-
prentissage de préférences, plus précisément sur les méthodes qui font de 'apprentissage
pour le classement. Pour bien étudier ces méthodes d’apprentissage de préférences, nous

avons défini des critéres d’études (cf. section 2.2).

2.2 Les critéres d’études

Dans cette section, nous présentons les critéres d’étude que nous avons définis. Ces cri-
téres sont bien en phase avec notre objectif : faire un état de 'art sur ’apprentissage de
préférences pour le classement d’objets.

Il existe un certain nombre de travaux qui présentent un état de ’art sur I’apprentissage
de préférences [[KICA10, FH10, CP04]. Par contre, ces travaux ne présentent pas des cri-
téres de comparaison des méthodes proposées. Par exemple, dans les travaux de [FH10],
les auteurs ne se limitent pas seulement sur a ’étude des travaux présentés dans le do-
maine de classement d’objets mais vont au dela en présentant les travaux existants dans
le domaine du classement d’instances et du classement de labels. Ce travail n’est pas
adapté a notre contexte car il est trop général.

Nous présentons ci-dessous les détails des critéres que nous jugeons intéressants d’étudier

pour la classement d’objets.

— La forme des données d’apprentissage

Nous nous intéressons au format des données sur lesquelles travaillent les mé-
thodes d’apprentissage de préférences que nous présentons. Sachant que les mé-
thodes peuvent travailler sur des données ayant des formats différents : des paires
d’objets avec 'information sur la préférence d’un objet sur un autre ou un exemple
de classement d’objets.

Dans le cas oti les données d’apprentissage sont un exemple de classement d’objets,
on & une relation d’ordre totale sur les objets constituants les données d’apprentis-
sage. Dans le cas oil les données d’apprentissage sont données sous forme de paires

d’objets : il peut y avoir des cas d’ inconsistance sur les préférences.

— Le type d’approche de modélisation utilisé

Ce critére permet de distinguer 'approche utilisée pour modéliser les préférences :



60

CHAPITRE 2 : APPRENTISSAGE POUR LE CLASSEMENT

est ce que 'approche est quantitative ou qualitative 7 sachant que dans notre tra-

vail, nous avons utilisé I’approche qualitative pour modéliser les préférences.

Techniques utilisées pour apprendre les préférences
Les méthodes que nous présentons dans le section 2.3 utilisent différentes tech-
niques de fouille pour apprendre les préférences. Nous précisons la technique de

fouille utilisée par chaque méthode.

Intelligibilité du modéle

Il est important pour le décideur de savoir sur quoi il se base pour prendre une
décision. Par conséquent, il est important de construire un modéle de préférence
intelligible. Nous utilisons ce critére pour préciser si la technique utilisée permet

de construire un profil intelligible.

Préférences contextuelles
Ce critére nous permet de préciser si la méthode étudiée prend en compte les pré-
férences contextuelles : est ce que la préférence sur la valeur d’un attribut dépend

de la valeur d’un autre attribut dans la base de données ?

Mesures de qualité utilisées
Nous examinons si les méthodes que nous présentons proposent une mesure de

qualité permettant d’évaluer la qualité de prédiction du modéle construit.

Caractéristiques de la relation de préférence induite par le modéle
Nous montrons également les caractéristiques de la relation de préférences construite

(ordre partiel strict, ordre total..).

2.3 Meéthodes de classement d’objets

Dans cette section, nous présentons quelques méthodes de classements d’objets. Nous

présentons dans la sous-section 2.3.1 les méthodes qui utilisent ’approche quantita-
tive [Joa06, FISS03, XL0O7, BSRT05, DKSS11]. Dans la sous-section 2.3.2, nous présen-
tons les méthodes qui utilisent 'approche qualitative [HEK03, Jea03, CKL 710, GLS14,
DKSS11].
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2.3.1 Approche quantitative

Dans cette section, nous présentons des méthodes de découverte de préférences utili-
sant I'approche quantitative. Nous classons les travaux que nous présentons en deux caté-
gories : les méthodes qui apprennent des modéles de préférences non-intelligibles |Joa06,
FISS03, X107, BSRT05] et les méthodes qui apprennent des modéles de préférences
intelligibles| DKSS11]. Dans les travaux de [DKSS11], les auteurs utilisent ’approche
quantitative et I’approche qualitative pour apprendre des régles de préférences. Les régles
de préférences apprises sont différent selon qu’on utilise ’approche qualitative ou l'ap-
proche quantitative.

Dans le cas de I'approche quantitative, les régles de préférences apprises spécifient une
condition sur ’évaluation d’un seul objet sur des attributs particuliers. Cette évaluation
conduit a 'augmentation ou & la diminution du degré de préférence de 1'objet (cf. para-
graphe 2.3.1.2).

Dans le cas de I'approche qualitative, les régles de préférences apprises spécifient des
conditions sur la différence de I’évaluation entre deux objets sur des attributs particu-

liers (cf. paragraphe 2.3.2.1.3).

2.3.1.1 Modéles de préférences non-intelligibles

Nous allons présenter dans cette partie quelques travaux qui apprennent les préférences

quantitatives non-intelligibles. Les travaux que nous allons présenter sont les suivants :

2.3.1.1.1 Rankboost Dans les travaux de Freund et al.[FISS03], les auteurs utilisent

la technique de Boosting pour apprendre les préférences des utilisateurs.

Dans ce travail, les données d’apprentissage sont sous la forme de paires d’objets (z,
x') € X x X avec une information indiquant que l'objet = est préféré a 'objet 2’ ou vice
versa. Cette information est fournie par une fonction de retour (ou feedback function en
anglais) :
P: X xX >R

Dans ce travail, les auteurs apprennent sur ces données d’apprentissage, une fonction de

score de la forme :

T
flx) = Z o fi(z)
t=1

qui est une combinaison linéaire de fonctions de scores appelées Weak ranker. Les Weak
ranker induisent des relations d’ordre partielle sur les objets : ces fonctions n’assignent

pas toujours un score a tout objet. Il est possible qu’elles s’abstiennent d’assigner un
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score & un objet.

Pour représenter ’abstention d’un Weak ranker sur un objet, les auteurs utilisent le
symbole | qui est incomparable & tout nombre réel. Les Weak ranker sont sous la forme
fi : X = R ot R représente 1’ensemble des nombres réelles plus le symbole L et oy € R.
Lors du classement final, les auteurs veulent avoir un ordre total sur les objets, par
conséquent la fonction f ne doit pas s’abstenir d’assigner un score & un objet méme si
ft le fait. Dans le cas ou f; s’abstient & assigner un score & un objet, un nombre réel
est associé a l'objet en question. Le modéle final est défini donc de la facon suivante :
f:X—>R

Le modéle construit n’est pas facilement compréhensible par 1'utilisateur : on ne peut
pas expliquer pourquoi un objet x & un score plus élevé qu'un objet z’. La relation de
préférence induite par le modéle de préférence est un ordre total puisque le modéle est

capable d’assigner un score a chaque objet.

Pour évaluer la qualité de prédiction du modéle construit, les auteurs utilisent les
mesures de performances comme la Précision et le Rappel.

Les expérimentations effectuées sur des données réelles montrent la robustesse du modéle.

Une autre technique utilisée pour apprendre les préférences quantitatives est I'utili-
sation des SVMs.

2.3.1.1.2 RankSVM Dans les travaux de [Joa06], les auteurs utilisent les SVMs
pour apprendre une fonction de score. Dans ce travail, les données d’apprentissage sont
construites a partir des clics des utilisateurs sur les documents représentant les résultats
d’une requéte q. Les clicthrough data sont sous la forme de triplets (g, r, ¢) ol ¢ représente
une requéte, r représente le classement des documents représentant les résultats de la
requéte et ¢ représente ’ensemble des documents sur lesquels 1'utilisateur a cliqué : ce
sont les documents préférés par 1'utilisateurs.

L’auteur utilise les informations contenues dans les clics des utilisateurs pour construire
les paires de documents constituant les données d’apprentissage pour une requéte q.

Un document d; est préféré a un document d; noté d; >, d; pour tout paire (d;,d;) tel
que d; € Cetd; ¢ Cavecl < j < i. r* représente le classement des documents
représentant les résultats d’une requéte selon les préférences de I'utilisateur.

Les données d’apprentissage sont un ensemble S = {(g;, 7))} o ¢; est une requéte et

r? est le classement cible des documents représentants les résultats de la requéte g;.

L’auteur utilise une approche SVM pour apprendre une fonction de classement f,
permettant de prédire pour une requéte ¢, un document d, est préféré a un document
dp vice versa. La fonction de score apprise produit un classement 7y, des documents

représentant les résultats d’une requéte. L’objectif est que la fonction de classement
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apprise sur les données doit maximiser le kindall sur les données d’apprentissage

n

7s(f) = EZT(W(%),TD-
i_

Les auteurs ont montré que maximiser le kindall sur les données d’apprentissage augmente
la qualité de la recherche d’information.

La fonction de score apprise doit appartenir & la famille de fonctions scores
P ={fs(q) tq (di,d;) € fa(q) <= ¥P(q,d;) > WP(q,d;)}

®(q,d) est un score qui représente le degré d’adéquation entre la requéte ¢ et le document
d, W est un vecteur de poids.
L’auteur & montré que construire la famille de fonction de scores F revient a trouver le

vecteur poids , w , de sorte que le plus grand nombre des inégalités suivantes soit vérifié.

V(di,dj) € ’I”T : w@(ql,di) > Iﬁq)(ql,dj)

V(d“dj) € T‘:L : w@(qn,dl) > w@(qn,dj)

Il est montré dans [HSV95| que le probléme est NP-difficile. Cependant les auteurs
montrent qu’il est possible d’avoir une solution approchée en introduisant une variable
ressort (ou slack variables en anglais) &; ; et en minimisant la marge supérieure ) &; j 1.

Cela revient a résoudre le probléme d’optimisation suivant :

Probléme 1.

—

minimiser : V(0,€) =

G5+ CY &gk

DN =

Ce probléme conduit aux inégalités suivantes :

V(di, dj) € r] 1 W®(qu,d;) > WP(q1,d;) +1 =& jk

V(ds, dj) € ry 2 WP(gn, di) > WP (qn,dj) +1 — & ik
ViVivE : € > 0

C est le parameétre qui permet le compromis entre la largeur de la marge et le nombre

d’erreur de classement. Le probléme d’optimisation est convexe et n’a pas d’optima local.
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On constate que ce probléme peut étre transformé sous la forme :
W(P(gr, di) — (g, dj)) = +1 =& jk-

Il devient apparent que le probléme d’optimisation est équivalent a celui de la classifica-
tion SVM sur la différence de paires de vecteurs ®(q, d;) — (g, d;). En raison de cette
similarité, les auteurs utilisent un adaptation de I’algorithme SV M 9" [J0a99] pour 'ap-
prentissage.

Les scores assignés aux documents ne dépendent pas d’'un contexte, comme dans les tra-
vaux précédemment présentés le modéle construit n’est pas intelligible.

Les données d’apprentissage venant des clics des utilisateurs, le modéle est donc capable
de travailler sur des données bruitées.

Pour évaluer le modéle, Joachim a effectué une série d’expérimentations permettant de
montrer (1) que le modéle construit permet de maximiser le taux de kindall et (2) que

le modéle construit augmente la qualité de la recherche d’information.

Dans le paragraphe 2.3.1.1.3, nous allons présenter un méthode qui utilise les réseaux

de neurones pour apprendre les préférences [BSR T05].

2.3.1.1.3 RankNet Dans les travaux de Burges et al.[BSR 05|, les auteurs utilisent
les méthodes de descente de gradient pour apprendre une fonction de classement.
Les données d’apprentissage sont sous la forme de paires (z,2') € X x X et Py la
probabilité indiquant que z doit étre préféré a z’.

Les auteurs utilisent un algorithme de descente de gradient pour apprendre un modéle
probabiliste permettant de prédire la probabilité quun objet z soit préféré a un objet x’.

Ce modéle est sous la forme :

(F@)—f(a"))
T 11 cF@—f@)

zx!

avec f : X — R une fonction de score tel que = > 2’ ssi f(z) > f(2'). Pour implémenter
cette méthode 'auteur utilise les réseaux de neurones.
Dans ce travail, les préférences ne sont pas contextuelles ; les scores affectés aux objets ne
dépendent pas d'un contexte. Le modéle construit n’est pas facilement compréhensible
par l'utilisateur : il n’est pas facile d’expliquer & un utilisateur pourquoi la probabilité
qu’un objet soit préféré a un autre est égale a telle valeur.

La qualité de prédiction du modéle construit est évalué en terme de NDCG (norma-

lized Discunted Cumulative Gain).
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Les modéles de préférences présentées dans cette sous-sous-section 2.3.1.1 ne sont pas in-
telligibles : il n’est pas simple d’expliquer & un utilisateur (ou décideur) pourquoi tel objet
a tel score. Dans la sous-sous-section suivante, nous présentons un travail qui apprend

un modéle de préférence intelligible.

2.3.1.2 Modéles de préférences intelligibles

Nous allons présenter dans cette sous-sous-section, ’approche quantitative utilisée
dans [DKSS11]pour apprendre les régles de décisions. Les auteurs travaillent sur des paires
d’objets (z,2') € X x X, chaque objet étant décrit par m attributs z = (z1, Z2, ..., T).
Les données d’apprentissage contiennent l'information sur la préférence d’un objet sur

un autre. Cette information est fournie par la fonction de score
s: X xX —{-1,1}

de sorte que :
~ s(x, ) =1 x> 2o
- sz, )=-1s2' -z

L’objectif de cette approche est d’apprendre une fonction de score
f: X =R

pour prédire la valeur de s(z,z’). La fonction de score apprise est représentée par un

ensemble de régles de décisions de la forme :
’Lf(l‘zl > 511) A ($z; > 512) VAN (l’jl < 5j1) A ...(l‘j;/ < 5jl//)

alors le score de x augmente de a.
4(...) € R, et 'ensemble des indices d’attributs {71, i2,...,4;} C {1,...,m} et {j1, 42, ..., 4} C
{1,...,m} ne sont pas nécessairement disjoints.
Pour apprendre ces régles de décisions, les auteurs utilisent la technique de Boosting.
L’avantage d’utiliser des régles de décisions dans un modéle de préférences réside dans la
simplicité et la facilité de compréhension par les humains.
Pour pouvoir prédire la valeur de s(x,2’), les auteurs utilisent la différence des scores
fournis par f(.) sur les objets x et 2’ i.e f(x) — f(2') de sorte que :

— flz)=f(@') >0z =2,

~ flx)—f(@) <02 -z

— f(x) — f(2') =0 & qu'il n’y a pas de préférence entre x et
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Pour évaluer la qualité du modéle appris,les auteurs utilisent la fonction de perte L dé-

finie de la fagon suivante :

0 si s(z,2') x (f(z) — f(2")) >0
L(s(z,a’), f(x) = f(a")) = ¢ 1/2 sis(z,2') x (f(x) = f(2’)) =0
') x (f(z) = f(2')) <0

La fonction de perte est utilisée lors de la phase de construction du modéle qui est

1 si s(x,

composé d’'un ensemble de régles de préférences contextuelles comme cité ci haut.
Lors de la phase de construction du modéle, les régles de préférences contextuelles sont
rajoutées dans le modéle jusqu’a ce que la fonction de perte soit égal a 0 sur toutes les

paires d’objets contenues dans les données d’apprentissage.

Pour évaluer la prédiction du modéle, les auteurs utilisent le ranking error. Cette me-
sure permet mesurer ’erreur existant entre la prédiction effectuée par le modéle f et I'in-
formation fournie par la fonction s. En effet une erreur est survenue lorsque s(z,2’) = —1
et que le modele classe = au dessus de 2’ ou lorsque s(z,z’) = 1 et que le modeéle classe

z en dessous de z'.

2.3.1.3 Conclusion

Nous avons présenté dans cette section quelques travaux sur ’apprentissage de préfé-
rences quantitative [Joa06, FISS03, XLO7, BSRT05, DKSS11]. L’avantage des méthodes
d’apprentissage de préférences quantitatives est la capacité d’apprendre un modéle de
préférence qui induit un ordre total sur les objets.

Par contre, les modéles de préférences apprises ne sont pas toujours facilement compré-
hensible : il n’est pas facile d’expliquer simplement a un utilisateur (ou décideur) pourquoi
tel objet & tel score. A notre connaissance, la seule méthode quantitative qui apprend un
modéle facilement interprétable est [DIKSS11].

2.3.2 Approche qualitative

Dans cette sous-section, nous présentons des travaux qui utilisent I’approche qualitative
pour apprendre les préférences des utilisateurs. Dans la sous-sous-section 2.3.2.1, nous
présentons les travaux qui apprennent des préférences non-contextuelles [HEK03, Jea0s,
YWLAO8, SM06, DIV07, DKSS11], et dans la sous-sous-section 2.3.2.2, nous présentons
les travaux qui apprennent des préférences contextuelles [CKL 710, dABAdS13, GLS14,
ZCYT12]. Pour rappel, nous avons défini la notion de préférence contextuelle dans la

sous-sous-section 1.1.2.1 (cf. Définition 10).
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2.3.2.1 Modéles de préférences non-contextuelles

2.3.2.1.1 Apprentissage de modéle pareto Dans les travaux de [Jea0g], les au-
teurs apprennent un modéle de préférence pareto. Dans ce travail, les données d’appren-
tissage sont constituées de paires d’objets (z,2') € X x X’ tel que X’ contient ’ensemble
des données préférées par 'utilisateur et X/ contient I'ensemble des données non-préférées
par 'utilisateur, X N X' = @.

Un objet x est représenté par un ensemble d’attributs sur lesquels les préférences des
utilisateurs ne sont pas connues et un ensemble d’attributs sur lesquels les préférences
des utilisateurs sont connus. Dans ce travail, I'objectif est d’apprendre les préférences sur

les attributs indéterminés.

Les auteurs considérent que la préférence > d’un objet sur un autre est une compo-
sition des préférences sur les attributs des deux objets. Ainsi, un objet = est préféré & un
objet o’ noté x = a’ ssi x.d; =; 2’.d; pour chaque attribut d; appartenant a I’ensemble
des attributs D (1 <i <m). On a ainsi >= (>1 ® >2 ...®>,,), m représente le nombre
d’attributs des objets.

Nous constatons que les préférences sur les attributs sont d’importances égales, la
préférence sur la valeur d’un attribut ne dépend pas de la valeur d’un autre attribut.
Pour apprendre le modéle de préférence, les auteurs utilisent un algorithme glouton. Le

modéle construit induit un ordre partiel strict sur les objets.

Dans ce travail, la qualité de prédiction du modéle n’est pas évaluée.
Dans les travaux de [HEKO03], les auteurs apprennent aussi un modéle de préférence
Pareto, en utilisant les techniques du clustring. Comme dans les travaux de [Jea08], le
modéle construit induit un ordre partiel strict sur les objets, les préférences apprises
ne sont pas contextuelles. Pour évaluer la qualité de prédiction du modéle, les auteurs

utilisent la Préciston et le Rappel.

2.3.2.1.2 Apprentissage de modéle lexicographique Un modéle de préférence
lexicographique définit un ordre d’importance sur les attributs représentant un objet et
ensuite utilise 'ordre défini sur ces attributs pour prédire que tel objet est préféré a tel
autre [Y'WLAOS|.

Exemple 22. Considérons le schéma film de l’exemple 12 et le modéle lexicographique
L={genre > directeur }. Considérons également les préférences suivantes sur les valeurs
des attributs genre et directeur : p1= comedy = drame et po =W .Allen = M.Curtis. En
considérant les données de la table 2.2, la relation de préférence lexicographique =,, & >p,

induit Uordre suivant : f1 =p, & =py fo =p, & =py 3 =p & =p, fa-
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genre directeur
f1 | comedy | W. Allen
f2 | comedy | M. Curtiz
f3 | drame | W. Allen
fi | drame | M. Curtiz

TABLE 2.2 — Instance d’une relation films

Un modéle de préférence lexicographique est un modéle de préférence intelligible,
on peut facilement expliquer & quelqu’un pourquoi un objet est préféré a un autre en se
basant sur le modéle. Dans le modéle de préférence lexicographique, les préférences ne sont
pas contextuelles : la préférence sur la valeur d’un attribut ne dépend pas de la valeur d’un
autre attribut. Apprendre automatiquement un modéle de préférence lexicographique
consiste a identifier I'ordre d’importances sur les attributs représentant les objets. Un
modele de préférence lexicographique £ est consistant avec une observation O = (z, '),
indiquant que I'objet x est préféré a 'objet 2/, ssi £ induit que z =, z’.

Il existe un certain nombre de travaux sur I’apprentissage des modéles Lexicogra-
phiques [YWLA08, SM0O6, DIVO7]. Dans les travaux de Yaman et al.[Y'WLAO08], les ob-
servations sont constituées par un ensemble de variables et un ensemble de paires d’objets.
L’objectif est de trouver un modéle de préférence lexicographique consistant avec les ob-
servations.

Contrairement aux travaux de [SM06, DIVO7], Yaman et al. ne trouvent pas un seul
modéle de préférence lexicographique consistant avec les observations, mais gardent une
collection de modéles de préférences lexicographiques consistants avec les observations.
Ces modéles de préférences seront ensuite combinés avec un systéme de vote pour indiquer

que tel objet est préféré a tel autre.

Deux méthodes de vote ont été proposées par |[Y'WLA0S] : Le variable voting et le Mo-
del voting. Avec le variable voting, le vote est effectué par les variables ayant des valeurs
différentes sur les deux objets. Avec le Model voting, les auteurs utilisent une approche
bayésienne pour effectuer le vote. Ainsi, un objet x est préféré au un autre z’ si et seule-
ment si la majorité des modeles lexicographiques préférent x a z’. Pour apprendre les
modeéles lexicographiques, [YWLdA08] utilisent un algorithme de vote. Dans ce travail, le
modéle de préférence lexicographique n’est définie que sur un sous-ensemble des attributs
représentant les objets, ce qui conduit a un modéle qui induit une relation d’ordre par-

tiel strict sur les objets. Dans les travaux de [SMOG, DIV07], les modéles de préférences
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lexicographiques induisent un ordre total sur les observations : le modéle lexicographique
est défini sur tous les attributs représentant 1’objet.

Dans les travaux de [YWLA08, DIV07], les modeéles de préférences lexicographiques ap-
prises doivent étre parfaitement consistant avec les observations : le modéle construit

n’est pas donc robuste, ce qui n’est pas le cas dans [SMOG].

2.3.2.1.3 Modéle a base de régles Dans ce paragraphe, nous présentons l'ap-
proche qualitative proposée dans [DKSS11] pour faire du classement d’objets. Comme
dans la version quantitative présentée dans le paragraphe 2.3.1.2, les données d’appren-
tissage sont constituées de paires d’objets (z,2') € X x X et une information précisant

si z est préféré a ' ou vice versa. Cette information est fournie par la fonction :
s: X x X —{-1,1}

Comme dans I'approche présentée dans le paragraphe 2.3.1.2, 'objectif est d’apprendre
une fonction de préférence permettant de prédire la valeur de s(x,z’). Dans cette ap-
proche, le modéle appris n’évalue pas individuellement un objet, mais les paires d’objets
a comparer. Ainsi, & chaque paire d’objet, le modéle associe un score qui est le résultat

de ’évaluation de la paire. Le modéle de préférence appris est sous la forme :
f: X xX—{-1,01}

de sorte que :
— flz,d)y=1s 2 =12,
~ flzyd)y=-12 =z
— f(z,2') =0 & quil n’y a pas de préférence entre z et 2’
Le modéle construit peut étre représenté par un ensemble de régles de préférences contex-

tuelles de la forme :
if(xiy — .13;1 > 6i ) A (l’z; — .13;2 > (512) A\ (.1‘]‘1 — x}l < (5]‘1) A ...(xj;/ — a:;lu < (5jl//)

alors x > 2’. ot §(...) € R et 'ensemble des indices d’attributs {i1, %2, ...,7;} C {1,...,m}
et {j1,72,--,J;} € {1,...,m} ne sont pas nécessairement disjoints.

L’approche proposée peut travailler a la fois sur des attributs catégoriels que sur des
attributs nominaux. Dans le cas des attributs catégoriels : attributs ayant des valeurs
ordinales finis codées dans R, les auteurs considérent que §() = 0. Cette condition est sur-
tout intéressante pour les régles de préférences contextuelles considérées dans ’approche
qualitative. Si les attributs sont nominaux, les auteurs effectuent une binairisation de

chacun de ces attributs. Les attributs nominaux seront ensuite remplacés par les nou-
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veaux attributs et en traitant ces derniers comme des attributs ordinaux.

Pour évaluer le modéle appris, les auteurs utilisent la fonction L de la forme :

0 si s(z,2') x f(z,2') >0
L(s(z,2'), f(z,2")) =< 1/2  sis(z,2') x f(z,2') =0
1 si s(z,2') x f(z,2') <0

Lors de la phase de construction du profil, les régles de décision sont rajoutées dans le
profil jusqu’a ce que L = 0.

La fonction de préférence apprise sur les données d’apprentissage, induit une relation
de préférence réflexive mais pas nécessairement transitive, ’objectif étant d’avoir une
relation d’ordre total, les auteurs utilisent une procédure de classement nommée Net-
FlowScore [Bou92, BP92, Vin92|. Cette procédure utilise les résultats de la fonction de
préférence appliquée aux données pour assigner un score & chaque objet. La procédure

de classement pour un objet x est défini de la fagon suivante :

NFS(z)= Y [sgn(f(z,a")) = sgn(f(a',2))]

z'eX o'#x

Cette procédure permet d’avoir un ordre total sur les données test. Pour évaluer la qualité
de prédiction du modéle f(.,.), les auteurs utilisent le ranking error comme indiqué dans

le paragraphe 2.3.1.2.

2.3.2.2 Modéles de préférences contextuelles

2.3.2.2.1 Apprentissage de CP-nets Dans les travaux de [CKL " 10], les auteurs
examinent le probléme d’apprentissage de CP-nets selon plusieurs dimensions. Dans ce
travail, les données d’apprentissage sont constituées par des paires d’objets qui repré-
sentent une relation de préférence cible que 'utilisateur veut atteindre.

Etant donnée ces considérations, les auteurs identifient deux scénarios :

(1) La relation de préférence que le l'utilisateur veut avoir est représentable par un
CP-net.
Exemple 23. La relation de préférence suivante : {comedyW.Allen > come-
dyM.curtiz, comedyW.Allen = dramaW.Allen, dramaM.curtiz >= comedyM.curtiz,
dramaM.curtiz = dramaW.Allen }
peut étre représenté par le cp-net suivant :
{ comedy : W.allen = M.curtiz, drama : M.curtiz = W.Allen, W.Allen :comedy -

drama, M.curtiz :drama = comedy}

Dans ce cas, les auteurs utilisent la technique de ’apprentissage passif pour iden-
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tifier le CP-net correspondant. Dans la technique de ’apprentissage passif, [’ap-
prenant observe le comportement de ’'utilisateur sur une situation donnée et puis

extrait la structure de préférence correspondante & ce comportement.

(2) La relation de préférence cible n’est pas représentable par un CP-net.

Exemple 24. L’ordre suivant : { comedyW.allen > dramaM.curtiz = come-
dyM.curtiz > dramaW.Allen } ne peut pas étre représenté par un cp-net. mais

on peut constater que le CP-net du cas (1) induit le méme ordre que [’exemple.

Dans ce cas les auteurs utilisent la technique de ’apprentissage actif, dans cette
technique 'apprenant teste le comportement de l'utilisateur dans certaines situa-
tions bien choisies puis apprend les préférences utilisateurs correspondantes. Avec
la technique de 'apprentissage actif, il y a interaction entre 'apprenant et I'utili-

sateur.

Dans le cas du scénario (1), le modeéle de préférence construit induit un ordre partiel
stricte sur les objets. Dans le cas du scénario (2), les auteurs utilisent I’apprentissage
active : qui consiste & interagir avec I'utilisateur a travers des requétes de la forme est-ce
que « x est préféré a y?7 » et ensuite utiliser ces informations pour trouver un CP-net
qui induit une relation proche de la relation cible. L’objectif est de construire un CP-net
en effectuant le moins d’interaction possible avec 'utilisateur. Le modéle de préférence

construit induit un ordre total sur les objets.

Comme nous ’avons vu dans le paragraphe 1.1.3.3, les CP-nets permettent d’expri-
mer des préférences contextuelles et sont utilisés dans les conditions (ceteris paribus).
Les préférences sur la valeur d’une variable dépend de la valeur sur les autres variables.
Les CP-nets sont un modéle de préférences intelligible, on peut expliquer facilement & un

utilisateur pourquoi un objet est préféré 4 un autre en utilisant un CP-net.

2.3.2.2.2 CPrefMiner Dans les travaux de |[dABAdSI3]|, les auteurs apprennent
un modéle bayésien de préférences composé d'un ensemble de régles de préférences
contextuelles probabilistes. Les données d’apprentissage sont des bituples (z1,z2) tel
que x1 > T9. Dans ce travail, les auteurs proposent un algorithme nommé C Pref Miner
qui est une approche qualitative pour apprendre un modéle bayésien de préférences.

Un réseaux bayésien de préférences est défini de la fagon suivante :
Définition 20. Un réseau bayésien de préférences (ou Bayesian Préférence Network
(BNP) en anglais) sur un schéma relationnel R(A1, ..., Ay,) est une paire (G, 0) ot :

1. G est un graphe directe acyclique dont les neouds sont des attributs dans {A1, ..., Ap}

et les arcs montrent les dépendances entre les attributs.
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2. 0 est un mapping qui associe & chaque noeud du graphe G, une table de préférences
conditionnelles, qui est un ensemble fini de probabilités conditionnelles de la forme
P[E3|Eq] ou (i) Ey est un événement de la forme (A; = ai)A, ..., N(Ai, = aiy)
tel que quelque soit j € {1,...,K} a;; € dom(A;;) , et (ii) Bz est un évéenement
de la forme (B = by1) est préféré a (B = bz), ou B est un attribut de R, B # A
quelque soit j € {1,...,k} et by, ba € dom(B), by # ba.

Exemple 25. Considérons un schéma relationnel R(A, B,C, D) avec les domaines d’at-
tributs dom(A) = {a1,a2,a3}, dom(B) = {b1,b2}, dom(C) = {c1,c2} et dom(D) =

{di,ds2}. La figure 2.5 suivante représente un réseau bayésien de préférences.

P[c1:=~r:!] = 0.6

"'\-\.

P[d1>d2|C=c1] = 0,6 o
P[d1>d2|C=c2] = 0,8 :

thazm-mnn-ﬁz] =07
| Pfa3>a2|B=b14D=d1] =1,0

Plb1>b2|C=c1] = 0,6

FIGURE 2.5 — Réseau Bayesien de Préférences [IABAdS13]

Une régle de préférence contextuelle probabiliste est sous la forme P[E;|E2] ou E
est le contexte de la régle et Fy est la préférence. Une régle de préférence contextuelle
probabiliste associé & un noeud x sur un graphe G représente le degré de confiance de

préférer une valeur de X sur une autre en considérants les valeurs supposés des parents
de X.

Exemple 26. La régle de préférence contextuelle probabiliste P[D = dy > D = da|C =
cl] = 0,6 signifie que la probabilité de D = dy soit préféré a D = dy sachant que C = ¢1
est de 60%

Définition 21. Dans ce travail, un réseau bayésien de préférence induit qu’un tuple tq
est préféré a un tuple to si et seulement si la probabilité que t1 soit préférée a to est

supérieure @ la probabilité que to soit supérieur a ti.
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Exemple 27. En considérant le schéma relationnel de l’exemple 25, le réseau bayé-
sien de préférences présenté par la figure 2.5 induit que t1 = (a1,b1,c1,d1) =ppN to =

(ag, b2, c1,da) pour les raisons suivantes :

1. Les tuples t1 et ta ont la méme valeur sur les attributs C' et des valeurs différentes
sur les attributs A,B,D. On peut donc utiliser une régle ayant comme contexte
C=c

2. Les deux régles ayant comme contexte C' = ¢y sont associées auzx attributs B et
D; par conséquent, pour avoir P(t1 =pnp t2) > P(ta =pnp t1) il suffit d’avoir :
P(bl > b2|01) X P(dl > d2|61) > P(bg > bl‘cl) X P(Cl2 > d1|01).

8. Ona: P(bl > bz‘cl) XP(Cll > d2|61) =0,6%0,6 et P(bg > b1|C1) XP(dQ > d1|C1) =
0,4%0,4

4. On a : P(b1 > 52‘61) X P(dl > d2’C1) = 0,36 > P(bQ > bllcl) X P(dQ > dl\cl) =
0,16, par conséquent, t1 =ppnN t2

Le modéle de préférence construit est compacte et produit une relation d’ordre strict
sur les bi-tuples. Pour évaluer la qualité de prédiction du modéle, les auteurs utilisent la

précision et le rappel.

2.3.2.3 Conclusion

Dans cette section, nous avons présenté quelques travaux sur I'apprentissage de pré-
férences qualitatives [HEK03, Jea08, YWLA08, SM06, DIVO7, CKLT10, DKSS11]. Nous
avons présenté ces travaux en les classant en deux catégories selon qu’ils apprennent les
préférences contextuelles ou non.

Dans les travaux sur les modeles de préférences Pareto [HEIK03, JeaO8| et lexicographique
[YWLA08, SM06, DIV07], les préférences contextuelles ne sont pas considérées, ce qui
limite leurs expressivité. En plus, les modeéles construits dans [YWLdA08, DIVOT7| ne sont
pas robustes.

Dans [DKSS11], des régles de préférences assez similaires aux notres ont été proposées,
mais leurs extractions n’est pas facile. Dans [CIKL " 10, dABAdS13], les préférences contex-
tuelles sont prise en compte. Dans [CKL " 10], il n’est pas possible de comparer des tran-
sactions de taille différentes du fait de I'utilisation du principe du ceteris-paribus ; il n’est
pas possible non plus de travailler sur des données bruitées.

Dans [dABAdS13], le modele de préférence contextuelle construit fournit une qualité de

prédiction inférieure a la notre.
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2.4 Synthése sur les méthodes de découverte de préférences

Dans cette section, nous présentons une synthése sur les méthodes d’apprentissage de
préférences que nous avons présentées précédemment. Nous effectuons cette synthése en
nous basant sur les critéres d’étude que nous avons défini dans la section 2.2. Le ta-

bleau 2.4 présente un récapitulatif de ces méthodes.

— La forme des données :

Dans ce travail, nous nous sommes consacré au classement d’objets : les techniques
présentées travaillent sur des paires d’objets (x1,x2) signifiant que lobjet xp
doit étre préféré a objet zo [Joa06, YWLAO8, SM0OG, DIV07, CKL 10, FISS03,
DKSS11]. D’autres méthodes travaillent également sur des ensembles d’objets
représentant ceux préférés par l'utilisateur et ceux non préférés par 1'utilisateur
[HEKO03, Jea08]. Avec les ensembles, il n’y a pas d’inconsistance sur les paires
d’objets.

— Type d’approche d’apprentissage utilisé :

Pour apprendre les préférences des utilisateurs, deux approches existent : ’ap-
proche quantitative et ’approche qualitative. Les travaux utilisant I'approche
quantitative apprennent une fonction de score sur les données d’appren-
tissage. Cette fonction de score permet d’évaluer individuellement chaque
objet [BSRT05, FISS03, Joa06, DKSS11]. Les travaux qui utilisent I’approche
qualitative apprennent une relation binaire sur les objets. Cette relation
binaire apprise sur les objets permet d’évaluer directement une paire d’ob-
jets [YWLdO08, SM06, DIV07, CKL*10, DKSS11].

L’approche qualitative est plus générale que l'approche quantitative (cf. sec-
tion 1.1.2.3), Pavantage qui existe en utilisant ’approche quantitative est d’avoir
un ordre total sur les objets par contre, le modéle construit n’est pas toujours
facilement compréhensible par I'utilisateur.

Plusieurs techniques de fouille peuvent étre utilisées pour apprendre une fonction

de score ou une relation binaire.

— Techniques utilisées pour apprendre les préférences :
Pour pouvoir prédire les préférences des utilisateurs sur de nouvelles don-
nées, il est nécessaire de construire un modéle sur les observations. Plusieurs
techniques sont utilisées pour construire un modéle de préférences tel que le
Boosting [F15503, DKSS11], les SVMs [Joa06], les réseaux de neurones [BSR™05],
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les réseaux bayesiens [IABAdS13] ete.

— Intelligibilité du modéle :
Il est important pour le décideur de savoir sur quoi il se base pour prendre
une décision. Par conséquent, il est important d’exhiber les préférences des
utilisateurs & travers un profil. La plupart des approches quantitatives que nous
avons étudiées dans ce chapitre ne présentent pas les préférences des utilisateurs a
travers un profil [BSR 05, FISS03, Joa06]. Les modeles de préférences qualitatives
présentés produisent un modéle de préférence intelligible mais présentent quelques
limites : certaines méthodes ne modélisent pas les préférences contextuelles
[HEKO03, Jeal8, YWLAO8, SM06, DIV0O7, DKSS11] d’autres ne peuvent pas

travailler sur des données bruitées [CKL " 10].

— Préférences contextuelles :
Les  préférences dun  utilisateur peuvent dépendre d'un  contexte
[CKLT10, dABAdS13] : le choix du film a regarder peut dépendre du temps
qu’il fait, de la personne qui nous accompagne . ... Cependant toutes les méthodes
de découverte de préférences ne modélisent pas les préférences contextuelles, ce
qui limite leurs expressivité [BSR 05, FISS03, Joa06, HEK03, Jea0s].

— Mesures de qualité utilisées
Pour évaluer la qualité de prédiction du modéle construit, les auteurs utilisent
assez souvent des mesures issuent de la recherche d’information. Les mesures de
qualité utilisées sont souvent réadaptées selon les problémes. Les mesures les plus
utilisées sont : la NDCG[BSR'05], la Précision [HEK03, FISS03, dABAdS13] et
le Rappel|[HEKO03, dABAdS13, FISS03].

— Caractéristiques de la relation de préférence induite par le modéle
L’avantage de construire un modéle de préférences est de pouvoir prédire de nou-
velles préférences en se basant sur le modéle construit. Le modéle construit doit
permettre classer des objets en se basant sur les préférences utilisateur. L’avantage
d’utiliser une approche quantitative est d’avoir un ordre total sur les objets lors
de la prédiction. Par contre, les modéles construits avec 'approche quantitative ne

sont pas toujours intelligibles.
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Modele Reéf FD TU Profil | Cont | IM | RO
'L% RankNet [BSRT05] paires Descente de gra- | non non non | OT
= dient
% | Ranboost [FISS03] paires Boosting non non non | OT
S [ Modéle a Base [DKSS11] paires Boosting oui non oui | OT
de Regles
RankSVM [Joa06] paires SVM non non non | OT
Pareto [HF;KQ:%] ensemble | clustering oui non oui | OPS
[Jea08] ensemble | méthode glou- | oui non oui | OPS
= ton
b [YWLAO8] | paires algorithme de | non non oui | OPS
Tg Lexicographique vote
< [SMO06] paires méthode glou- | non non non | OT
ton
[DIV07] paires algorithme & | non non non | OT
base d’oracle
CP-Net [CKL™10] paires apprentissage oui oui non | OT
passive- ap-
prentissage
active
Modele a Base | [DKSSI1I] paires Boosting oul non oui | OT
de Regles [IABAASI3] | paires réseaux  baye- | non oui oui | OPS
sien

TABLE 2.3 — récapitulatif sur les méthodes d’apprentissage de préférences

— OT : Ordre total

— OPS : Ordre partiel Strict

— FD : représente la forme des données

— TU : Technique de fouille utilisée

— Profil : vérifie si un profil est exhibé

— IM : vérifie si le modéle construit est facilement compréhensible par I'utilisateur
— RO : represente la relation d’ordre induite par le modéle




Conclusion

Nous avons présenté dans cette partie, un état de ’art sur 'apprentissage de préférences.
Nous avons présenté dans le chapitre 1, les notions essentielles pour comprendre les
préférences utilisateurs. Nous avons présenté également les deux approches qui existent
pour modéliser les préférences utilisateurs & savoir : 'approche qualitative et ’approche
quantitative. Nous avons vu que dans 'approche qualitative, les préférences sont modé-
lisées par une relation de préférence binaire, tandis que dans ’approche quantitative, les

préférences sont modélisées par une fonction de score.

Dans le chapitre 2, nous avons présenté les approches qui existent dans le domaine
de l'apprentissage de préférences. Plus précisément, nous avons présenté les méthodes
d’apprentissage pour le classement. Pour cela, nous avons commencé par présenter les
trois problémes de classement qui existent dans la littérature & savoir le classement
de labels (cf. sous-section 2.1.1), le classement d’instances (cf. sous-section 2.1.2) et le
classement d’ objets (cf. sous-section 2.1.3). Aprés la présentation des trois problémes
de classement, nous nous sommes consacrés au probléme de classement d’objets en

présentant en détail quelques travaux qui abordent ce probléme.

Nous avons présenté ces travaux en distinguant ceux qui utilisent 'approche
qualitative et ceux qui utilisent ’approche qualitative. Nous avons vu que I'approche
quantitative assigne un score & chaque objet et ensuite utilise les scores assignés pour
classer les objets. Pour assigner ces scores aux objets on utilise une fonction de score
qui peut étre apprise en utilisant les techniques comme le Boosting [F1S503], les réseaux
de neurones [BSRT05], les SVMs [Joa06]|. Malheureusement, les modéles appris ne sont
pas toujours facilement compréhensibles par I'utilisateur pour que ce dernier puisse les

compléter ou bien les corriger.

Dans 'approche qualitative, on utilise les relations de préférences binaires pour mo-

déliser les préférences sur les objets. Nous avons divisé les approches quantitatives en
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deux catégories, celles qui ne considérent pas les contextes pour modéliser les pré-
féerences [HEK03, Jea08, YWLA08, SM06, DIVO7, DIKSS11] et celles qui considérent
les contextes pour modéliser les préférences. Les méthodes qui ne considérent pas les
contextes pour modéliser les préférences ne sont pas assez expressives car les préférences
d’un utilisateur peuvent varier selon les contextes. Des méthodes qui considérent les

contextes pour modéliser les préférences sont présentées dans [CKL ™10, dABAdS13].

Dans les travaux de [dABAdSI3], les auteurs utilisent les réseaux bayésien pour
extraire les régles de préférences contextuelles par contre, le qualité de prédiction de
prédiction est inférieure a la notre. Dans les travaux présentés dans [CKL T 10], il n’est
pas possible de comparer des transactions qui ont des tailles différentes, il n’est pas
possible non plus de travailler avec des régles contradictoires.

Dans les travaux de [DIKSS11], des régles de préférences assez similaires que les notres on
été proposées : Des régles comportant une partie condition et une partie décision. De la
forme : "si [conjonction de conditions élémentaires| alors [décision|" (cf. section 2.3.1.2
et paragraphe 2.3.2.1.3). Par contre, ces régles ne sont pas des régles de préférences
contextuelles en considérant la définition 10. Méme si la parti condition est une
conjonction de conditions élémentaires sur les valeurs des attributs, la partie décision
représente des objets ou tuples et non la préférences sur la valeur d’un autre attributs.
En plus, 'extraction de ces régles n’est pas aussi aisée : il est nécessaire de comparer les

valeurs des attributs et de contraindre ces valeurs.

Dans le chapitre suivant, nous présentons notre contribution qui consiste a construire
un profil utilisateur en se basant sur ses préférences. Nous utilisons une approche qualita-
tive et des régles de préférences contextuelles pour construire un profil utilisateur. Notre
approche construit un modéle facilement interprétable par les utilisateur, ce qui n’est
pas toujours le cas avec les travaux présentés dans I’approche quantitative. Dans notre
travail, nous modélisons les préférences contextuelles, contrairement & certains approches
qualitatives [HEKO03, Jea08, YWLA08, SMO06, DIV0T7]. Le modéle que nous construisons
est aussi robuste et est capable de travailler sur des transactions de taille différentes
contrairement a [CKL710]. Les régles de préférences présentées dans [DKSS11] sont as-
sez similaires aux notres mais nous proposons des régles plus compactes. Par rapport a

Sandra et al. [IABAdS13], notre approche fournie une qualité de prédiction meilleure.
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Introduction

Dans la partie précédente, nous avons montré 'insuffisance des méthodes d’apprentis-
sage pour le classement : les méthodes qui utilisent ’approche quantitative ne produisent
pas toujours un modéle facilement compréhensible par 'utilisateur, tandis que certaines
méthodes qui utilisent ’approche qualitative souffrent de probléme d’expressivité car ne
modélisant pas les préférences contextuelles. Dans cette partie, nous présentons la mé-
thode que nous avons proposée pour apprendre les préférences utilisateurs. Nous utilisons
une approche qualitative et adaptons le cadre des régles d’associations pour construire

un modéle de préférences facilement interprétable.

Cette partie est composée de deux chapitres : Dans le chapitre 3, nous présentons nos
contributions & savoir : la proposition d’une approche & deux phases pour la modélisa-
tion de préférences utilisateurs. Nous présentons également les méthodes de prédiction
que nous avons proposées pour prédire les préférences des utilisateurs sur de nouveaux

objets; ces méthodes de prédictions se basent sur le modéle construit.

Dans le chapitre 4, nous présentons les expérimentations que nous avons effectuées
pour évaluer ’approche que nous avons proposée. Les expérimentations effectuées sur des
données réelles montrent la faisabilité de notre approche. Elles montrent également que
la qualité de prédiction de notre approche peut rivaliser avec celles de certaines méthodes
proposées dans I'état de ’art. Les propositions que nous avons effectuées sont valorisées
a travers des publications (cf.[DGST12, dAADD ™12, dADD 13, dADD " 14]).
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Chapitre 3

Construction de profil utilisateur

Dans ce chapitre, nous présentons notre contribution & savoir : la construction d’un profil
utilisateur a partir d’un ensemble de régles de préférences contextuelles. Pour construire le
profil utilisateur, nous utilisons une approche a deux phases qui consiste a : (1) extraire
toutes les régles de préférence contextuelles qui satisfont des contraintes fixées et (2)
construire un profil utilisateur a partir des régles de préférences contextuelles.

Nous présentons également les stratégies d’utilisation des profils que nous proposons.

Ce chapitre est organisé de la fagon suivante : Dans la section 3.1, nous présentons la
formalisation du probléme que nous comptons résoudre : Il s’agit de définir les concepts
nécessaires a la compréhension du probléme ; nous présentons également dans cette sec-
tion, les deux problémes que nous comptons résoudre.

Dans la section 3.2, nous présentons l'algorithme que nous avons proposé pour extraire
toutes les régles de préférences contextuelles. Dans la section 3.3, nous présentons 1’algo-
rithme permettant la construction du profil utilisateur. Finalement, dans la section 3.4,

nous présentons les techniques que nous avons proposées pour faire de la prédiction.

3.1 Formalisation du probléme

Dans cette section nous formalisons le probléme d’extraction que nous comptons
résoudre. Comme nous 'avons indiqué & l'introduction de ce chapitre, cette tache est

subdivisée en deux sous-téiches :
(1) L’extraction de I'ensemble S des régles de préférences d’une base de préférences et,

(2) La construction du profil utilisateur a partir de 'ensemble S.
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Cette section est organisée de la fagon suivante : Nous formalisons les deux sous-taches
respectivement dans les sous-sections 3.1.2 et 3.1.3. Dans la sous-section 3.1.1, nous

définissons les concepts nécessaires pour la compréhension des deux sous-téaches.

Notation | Description

Ensemble des régles de préférences contextuelles

Un ensemble de littéraux appelés Items

Un itemset

Le langage des itemsets

Une base de données transactionnelles

Une base de préférence

seuil minimum de support

seuil minimum de confiance

AT 9|0 | N @

Une régle de preference contextuelle

QA

Pox Un ensemble de régles de préférences contextuelles

MCPs,. | représente I'ensemble des régles de préférences contextuelles minimales fré-
quentes et valides.

It ) représente l'ensemble des régles de préférences contextuelles qui couvrent
(t, u)

TABLE 3.1 — Notations utilisées dans ce chapitre

3.1.1 Reégles de préférence contextuelle et base de préférences.

Dans cette sous-section, nous présentons les définitions nécessaires permettant de
comprendre la formulation du probléme d’extraction de préférences et de construction
de profil utilisateurs. Ces définitions seront détaillées et seront également illustrées grace
aux données contenues dans la table 3.2. La table 3.2(a) fait la correspondance entre les
lettres A, B, C, D, E et ce qu’elles représentent. Ces lettres représentent les valeurs des
attributs Directeur, Acteur, Genre du schéma de la table 1.1 présenté dans le chapitre 1.
Les lettres A, B, C, D et E représentent respectivement : Steven-Spielberg, Tom Hanks,

Action, Leonardo Di caprio, et War.

Définition 22 (item). Etant donné un ensemble d’attributs A, un item défini sur A est
un couple d’attribut-valeur (A;, A) tel que A; est un élément de A et A € dom(A;).

Exemple 28. La table 3.2(a) contient les items (Directeur, A), (Acteur,B), (genre, C),
(Acteur, D) et (Genre, E).
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Si aucune ambiguité n’est possible, nous allons tout simplement noter les items par leur

valeur. Un itemset est défini de la facon suivante :

Définition 23 (ItemSet). Etant donné un ensemble d’attributs A, un itemset X défini

sur A est un ensemble d’items définis sur A.

Exemple 29. La table 5.2(b) contient 5 itemsets qui sont : {A,C,D},{A,B,D},
{A,B,C.E}, {C,D},{A,B}.

Nous allons maintenant définir ce que c¢’est une transaction :

Définition 24 (Transaction). Une transaction est un itemset désigné par un identifiant

unique t;q. L’ensemble de tous les identifiants de transaction sera désigné par l’ensemble

T.
Exemple 30. La table 5.2(b) contient 5 transactions identifiées par ty,. .., ts.

Définition 25 (Base de données transactionnelle). Une base de données transactionnelle
D est un ensemble de couples formés d’un identifiant de transaction t;q et de la transaction

proprement dite.

Exemple 31. La table 3.2(b) représente une base de données transactionnelle de cing
transactions sur 5 items.

Z={A,B,C,D,E}

T = {t1,ta,t3,t4,t5}

D = {(t1,{A,C,D}), (t2,{A, B, D}), (t3,{A, B,C, E}), (t4,{C, D}), (t5, {A, B})

Définition 26 (Base de préférences). Une base de préférences P C DxD est un ensemble
de paires de transactions représentant un échantillon de préférences utilisateurs sur la base
D.

Intuitivement, une préférence utilisateur (¢t,u) € P signifie que 'utilisateur préfére la
transaction t a la transaction u. Etant donnée une préférence utilisateur (t,u) € P, t
est appelé la transaction préférée (pour l'utilisateur) et u est appelé la transaction non

préférée.
Exemple 32. La table 3.2(c) montre un ensemble de 5 préférences utilisateurs notées

b1,---,D5-

La base de préférence et la base de transactions sont toutes les deux représentées par
un graphe illustré a la figure 3.1. Nous tenons & préciser qu’en général, P n’est pas
nécessairement transitive, puisque la base de préférences (ici, les préférences utilisateurs)

sont collectées de fagon implicite.
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T

item

Valeur
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Steven Spielberg

Tom Hanks

Action

& | Q |~

Leonardo DiCaprio
War

D
Tid Transactions
ty | A C D
to | A B D
ts | A B C FE
ta C D
ts | A B

(a) Signification des items

(b) Base de données transactionnelle

)

Pid | Preference utilisateur
p1 (t1,t3)

D2 (ta,t3)

D3 (ta,ta)

P4 (t3,ta)

Ds (ta,t5)

(c) Base de préférences

TABLE 3.2 — Une base de données transactionnelle et une base de préférences

LR

L ]
Ps

F1GURE 3.1 — Un graphe de preferences

L’objectif principal de cette thése est d’extraire un profil utilisateur & partir de la

base de préférences fournie par l'utilisateur. Un profil utilisateur est représenté par un

ensemble de régles de préférences contextuelles vérifiant un certain nombre de propriétés

intéressantes. Dans notre contexte, une régle de préférence contextuelle est définie de la

fagon suivante.

Définition 27 (Reégle de préférence contextuelle [ART06|). Une régle de préférence

contextuelle est sous la forme it =i~ | X ou X est un itemset de L, it et i~ sont
des items de T\ X.

En gros, une régle de préférence contextuelle it >4~ | X signifie que quand le contexte X

apparait alors I'item " est préféré I'item i~. La partie gauche de la régle de préférence
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représente le choix tandis que la partie droite représente le contexte.

Exemple 33. Par exemple, la régle de préférence contextuelle D>~ E|AB signifie que le

contexte AB conduit a choisir Uitem D plutot que Uitem E.

En d’autres termes, la régle de préférence contextuelle D - E | AB indique que si deux
transactions contiennent le contexte ADB, alors la transaction contenant 'item D est
préférée a celle contenant l'item F.

CP(L) représente l'ensemble des régles de préférences contextuelles basées sur L (assez
souvent, nous omettons le langage lorsqu’il est implicite dans le contexte). L’intérét
d’avoir une régle de préférence contextuelle, it =i~ | X, est la capacité de comparer
des transactions.

Une transaction ¢ est préférée a une transaction u selon 7 : it =4~ | X noté t =, u, si
(XU COANX UL P Cu)A(G™ ¢ AT ¢u).

Exemple 34. Par exemple, la transaction ACD est préférée a la transaction ABCE

selon la regle de préférence contextuelle D~ E|A.

Définition 28. Une régle de préférence contextuelle m est en accord avec une préférence
utilisateur (t,u) € P si la régle de préférence m conduit & préférer t a u. L’accord d’une

regle de préférence contextuelle m dans P est définie comme suit :
agree(m,P) = {(t,u) € P | t = u}

Exemple 35. La regle de préférence contextuelle D~ E | A est en accord avec la préfé-
rence utilisateur py = (t1,t3) de la table 5.2(c). L’accord de la régle D>~ E|A dans P est
l’ensemble {p1,p2}.

Définition 29. Une régle de préférence contextuelle w est en désaccord avec une pré-
férence utilisateur (t,u) € P si la régle de préférence m conduit & préférer u a t. La

contradiction d’une régle de préférence contextuelle m dans P est définie comme suit :
contradict(m,P) = {{t,u) € P | u >, t}

Exemple 36. La régle de préférence contextuelle B = D | C est en désaccord avec la
préférence utilisateur p1 = (t1,t3) de la table 3.2(c). La contradiction de la régle de
préférence B> D |C est {p1}.

Définition 30. Si une régle de préférence contextuelle w est en accord ou en désaccord
avec une préférence utilisateur (t,u) € P, la régle de préférence contextuelle couvre la

préférence utilisateur. La couverture d’une régle de préférence contextuelle w dans P est
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définie comme suit :
cov(m, P) = agree(m, P) U contradict(m, P)

Exemple 37. Par exemple, la préférence utilisateur p1 = (t1,t3) dans la table 3.2(c) est
couverte a la fois par la régle D= E| A (qui est en accord avec la préférence) et la régle
B> D|C (qui est en contradiction avec la préférence). La couverture de la régle B> D|C

dans P est {p1,p4}.

Comme nous l'avons indiqué au début de ce chapitre, notre probléme consiste &
extraire un profil utilisateur & partir d’une base de préférences fournie par un utilisateur.
Ce probléme est subdivisé en deux sous taches qui consistent a : (1) extraire toutes les
régles de préférences contextuelles intéressantes et minimales et (2) de construire un profil

utilisateur & partir des régles extraites.

3.1.2 Probléme d’extraction de régles de préférences

Dans cette sous-section, nous présentons la premiére sous tache de notre probléme, &
savoir le probléme d’extraction de régles de préférences.
Dans cette tache, nous avons adapté le cadre des régles d’associations, plus précisément,
celui de support-confiance des régles d’associations. Dans cette adaptation, nous avons
considéré que le contexte X et la préférence it = i~ (cf. Définition 27) correspondent
respectivement & 'antécédent et au conséquent d’une régle d’association.
Nous avons défini, de facon analogue, le concept de support, confiance et de la minimalité
comme critéres intéressants pour éliminer les régles de préférences contextuelles non-

intéressantes.

Exemple 38. En considérant l’exemple jouet présenté dans la table 5.2, la régle de
préférences contextuelles D E| A est plus intéressante que D> E'| B parce que D> E| A
est en accord avec deux préférences (p1 et p2) tandis que D = E | B est en accord avec
une seule préférence utilisateur (p2). Cette information est fournie par le support d’une
régle de préférence contextuelle m qui estime la probabilité que w soit en accord avec une

paire P.

Définition 31 (Support). Le support d’une régle de préférence contextuelle T dans P est

défini comme suit :

agree(m, P
supp(W,P)=—| J Wﬁf )

Exemple 39. Par exemple, comme les transactions ACD et ABD sont préférées a la
transaction ABCE selon la régle D = E | A, nous obtenons supp(D = E | A,P) =
H{p1,p2}/IP| = 0.4. De fagon similaire, supp(D = E|B,P) = |{p2}|/|P| = 0.2.
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L’intérét d’une régle de préférences contextuelles augmente avec son support : la régle de
préférences contextuelles D~ E'| A est donc plus intéressante que la régle D> F| B.

Maintenant nous avons besoin d’évaluer le désaccord entre une régle de préférence contex-
tuelle et une base de préférence. Ce qui veut dire, parmi toutes les préférences utilisateur
que couvrent une régle, combien sont en accord avec cette régle ? Pour arriver a cette fin,
nous définissons la confiance d’une régle de préférence contextuelle 7 en considérant une

base de préférences P comme suit :
Définition 32 (Confiance). La confiance de m en considérant P est définie comme suit :

B lagree(m, P)|
conf (m, P) = ~|cov(m, P)|

En d’autres termes, la confiance évalue si une régle de préférence contextuelle contredit
plusieurs préférences utilisateurs. Ce critére montre que D > E | A est plus valide que
D~ E |0 parce que conf(D = E|A,P) =2/2 =1 alors que conf(D>E|0,P) = 2/3.
Une régle de préférence contextuelle excédant un seuil minimum de support o (resp.
un seuil minium de confiance k) est dite frequente (resp. valide). L’ensemble de toutes
les régles fréquentes et valides par rapport au seuil minimum de support o et K est
CPox(L,P) (ou CPgs, en bref).

A ce stade, le support et la confiance écartent respectivement les régles de préférences
contextuelles non-fréquentes et non valides. Ces mesures d’intérét évaluent la qualité in-
trinséque d’une régle de préférence contextuelle, mais ne considérent pas la rédondance

entre plusieurs régles de préférences contextuelles de CPg .

Exemple 40. Etant donné ’exemple de la table 3.2, nous constatons que D - E | B
et D> E | AB ont le méme support et la méme confiance. Intuitivement, la régle de
préférence contestuelle D ~ E | B est plus pertinente que D >~ E | AB parce que son

contexte est plus petit.

Pour cette raison nous introduisons la notion de régles de préférences contextuelles

minimales.

Définition 33 (régle de préférence minimale). Une régle de préférences contextuelles
it =i | X est minimale dans P ssi il n'existe pas de régles de préférences contextuelles
it =i Y tel que Y C X et supp(it=i" |Y,P) = supp(it =i~ | X, P) et conf(it =i |
Y,P) =conf(it =i~ | X,P).

Exemple 41. Typiquement, la régle de préférence contextuelle D > E'| B est minimale,

mais D~ E|AB n’est pas minimale.
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Pour ce qui suit, MCP, (L, P) (ou MCP,,) représente I'ensemble des régles de pré-
férences contextuelles minimales avec un support et une confiance respectivement plus
grands que o et K.

Dans la pratique, ce critére de minimalité réduit le nombre de régles de préférences contex-
tuelles. Etant donné un échantillon de base de préférences, le premier probléme que nous
considérons concerne I'extraction de toutes les régles de préférences contextuelles intéres-
sante, i.e ces régles qui sont minimales et ayant un support et une confiance acceptable.

Plus précisément :

Probléme 2 (Extraction de régles de preferences). Etant donnée une base de préférences
P, un seuil minimum de support o et un seutl minimum de confiance K, trouver l’ensemble

MCPg, . des régles de préférences contexstuelles minimale.

Etant donné un ensemble d’items Z ot k = |Z| > 2, il existe k x (k — 1) x 2¥72 régles
de préférences contextuelles distinctes. Clairement, une énumération naive des régles de
préférences pour calculer MCP, . est infaisable et quelques critéres d’élagage sont néces-
saires pour réduire ’espace de recherche. Dans notre premiére contribution|dADD™12],
nous avons utilisé un algorithme par niveau pour calculer MCP, ., tandis que dans
[IADD™14] nous utilisons la propriété d’antimonotonie du support de MCP, (o pour

réduire ’espace de recherche.

3.1.3 Probléme de construction de profil utilisateur

Dans la sous-section suivante, nous présentons le second probléme qui consiste a
construire le profil utilisateur & partir des régles de préférences contextuelles extraites
dans la premiére phase.

Dans notre approche, un profil utilisateur est représenté par un ensemble de régles de
préférences concis et consistants selon 1’échantillon de préférences que l'utilisateur a
précédemment fourni.

La concision d’un ensemble de régles de préférences est évaluée par sa cardinalité tandis
que la consistance d’un ensemble de régles est évaluée par une fonction cofit.

Dans la sous-section 3.1.1, nous avons défini ’accord et la contradiction d’une régle
de préférence contextuelle w. Nous allons maintenant définir les notions d’accord, de

contradiction et de couverture sur un ensemble de régles de préférences contextuelles II.

Définition 34. Soient une base de préférences P et un ensemble de régles de préférences
contextuelle I1. L’ ensemble des préférences utilisateur en accord avec Il est défini comme
sutt :

agree(Il, P) = Ureniagree(m, P)



3.1 FORMALISATION DU PROBLEME 93

Exemple 42. En considérant ’ensemble des régles de préférences contextuelles 11 =

{D>E|A,B>D|C}, l’ensemble des préférences utilisateur dans P en accord avec II
est agree(Il, P) = { p1,p2,pa}-

Définition 35. Soient une base de préférences P et un ensemble de régles de préférences
contextuelle II. L’ensemble des préférences utilisateur en contradiction avec I est défini
comme suit :

contradict(Il, P) = Urenicontradict(m, P)

Exemple 43. En considérant ’ensemble des régles de préférences contextuelles 11 =
{D>FE|A,B>D|C}, l'ensemble des préférences utilisateur dans P en contradiction
avec 11 est contradict(II, P) = { p1}.

Définition 36. Soient une base de préférences P et un ensemble de régles de préférences
contextuelle I1. L’ensemble des préférences utilisateur couvertes par I est définie comme
sutt :

cover(I1, P) = agree(Il, P) U contradict(I1, P)

Exemple 44. En considérant ’ensemble des régles de préférence contextuelles I = {D >

E| A B> D|C} , Uensemble des préférences utilisateur dans P couverte par 11 est
COU@T(va) = { p17p21p4}-

En utilisant cette notation, nous pouvons maintenant définir le cotit d’un profil uti-

lisateur comme suit :

Définition 37 (Cott). Etant donnée une base de préférence P et un ensemble de regles

de préférences contextuelle I1, le codt de I selon P, noté Cost(Il, P), est défini par :

Cost(IL,P) = [P\ cover (I, P)| ’47; ;contmdzct(ﬂ, P)|

Intuitivement, le cotit d’un profil utilisateur II représente le pourcentage de préférences
utilisateur dans P qui n’est couverte par aucune régle dans Il ou qui est en contradiction
avec quelques régles dans II. En utilisant cette définition, nous considérons que le profil
utilisateur est consistant si son cofit est minimal.

Nous pouvons maintenant définir précisément le second probléme principal i.e la construc-
tion du profil utilisateur qui est concis et consistant en considérant un ensemble de

préférences utilisateur.

Probléme 3 (Construction de profil utilisateur). Etant données une base de préférences
P et un ensemble de régles de préférences contextuelles S, sélectionner un profil I C S

qui est concis et qui minimise de codt. 11 est appelé le profil utilisateurassocié a P.
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Il est & noter que dans la déclaration du probléme, S peut étre n’importe quel ensemble
de régles de préférences. Dans la pratique, S sera I’ensemble des régles de préférences
contextuelles minimales, comme défini dans le probléme 3.2. Il est aussi important de
noter qu’avec un gros volume de données, la construction d’un profil utilisateur qui est
concis au maximum est un probléme difficile. En plus, il peut étre facile de voir que
notre probléme est similaire au probléme du Positive-Negative Partial Set Cover (£psc)
introduit dans [Mie08].

Théoreme 1. Soit le probléme de couverture de préférences défini comme suit :
— Entrée : un tuple (P,R,\) ot P est une base de préférence, R est un ensemble
de régles de preferences contextuelles et 0 < A < 1.
— Question : Y a-t-il II C R tel que Cost(II, P) < A ?

Le probléeme de couverture de préférences est NP-complet.

Démonstration. Nous définissons une réduction polynomial du probléme de décision £psc
introduit dans [Mie08] dans le probléme de couverture de préférences. Une instance de
+psc est un tuple (N, P, Q, \) ot N et P sont des ensembles disjoints d’éléments positifs
et négatifs, @ = {Q1,...,Qm} C 2VYF est une collection de N U P et 0 < A < 1. Le but
est de trouver une collection D C Q tel que Costy(D,N,P) < X ou :

Cost+(D,N, P) = |P\ (UQiEDQi)‘ |';|N N (UQiEDQi)’

Etant donnée une instance (N, P, Q, \) de +psc , la transformation vers le probléme de
couverture de préférences est définie comme suit : pour chaque élément e € (Ug,c0@:),
soit X, = {i € [1,m] | e € Q;}. Si e € N, nous définissons la préférence utilisateur
Pe = (Xe U{—}, Xc U{+}). D’autre part, si e € P, nous définissons le profil utilisateur
pe = (XeU{+}, XeU{—}). De plus, pour chaque i € [1,m] et ¢ € N, nous définis-
sons les régles de préférences contextuelles m; = + = — | i et r. = — > + | X. Par
construction, il est & noter que chaque régle m; est en accord avec la préférence utilisa-
teur pe ssi e € PN Q; et contredit une préférence utilisateur p, ssi e € N N Q;. D’autre
part, chaque régle r. est seulement en accord avec la préférence utilisateur p.. Etant
donnée une instance (N, P,Q, ) de £psc, nous pouvons maintenant définir I'instance
(P,R,\) du probléme de couverture de préférences o P = {p. | e € (Ug,c0Qi)} et
R={m|i€[l,m]}U{r.|e€ N} La transformation peut étre calculée en un temps
polynomial. Maintenant, nous avons a montrer que (N, P, Q, \) est une instance de £psc
si et seulement si le tuple (P, R, A) obtenue par transformation est une instance du pro-
bléme de couverture de préférences.

Supposons que (N, P, Q, \) soit une instance de £psc, cela signifie qu’il existe une col-
lection D C Q tel que Costy(D,N,P) < X. Soit I ={m e R | Q; € D} U{r. | e N}.
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Nous pouvons voir que :
— contradict(ILP) = {p. € P | e € N N (Ug,ep®i)}, ce qui montre que
|contradict(Il, P)| = [N N (Ug,epQi)|, et
— cover(II, P) = agree(I1, P) U contradict(Il, P) = ({pe € P | e € PN (UQ,epQi)} U
{pe € Plee N}U{p. € Ple € NN(Ug,epQi)} = {pe € P | € € Ug,epQi}U{pe €
P | e N}) ce qui montre que [P\ cover(II, P)| = | P\ (Ug,ep@i)|.
Par conséquent, nous avons :cost(Il,P) = cost+(D,N,P)) < X ce qui prouve que
(P,R,\) est une instance du probléme de couverture de préférences. Nous devons main-
tenant prouver l'inverse, i.e. que si(P, R, \) est une instance de couverture de préférences,
alors (N, P, Q, \) est une instance de +psc. Si (P,R,\) est une instance du probléme
de couverture de préférences, cela signifie qu’il existe un profil utilisateur II C R tel
que cost(II, P) < A. Soit II* = N U{r. | e € N} et D = {Q; € Q| m € 1I}. En
utilisant le méme principe que précédemment, nous pouvons prouver facilement que
cost+(D,N,P) = cost(Il*,P) < cost(Il, P) < A, ce qui montre que (N, P, Q,\) est

une instance de £psc et compléte la preuve. ]

Puisque la construction d’un profil utilisateur est N P-difficile, nous proposons dans
la section 3.3 une approche heuristique basée sur la méme idée que les méthodes de
classification associative telle queCBA [LHMO98]. Plus précisément, étant donnée une
base de préférences, et un ensemble de régles de préférences intéressantes, nous présentons
un algorithme glouton appelé PROFMINER permettant de construire un profil concis et

consistant.

3.1.4 Conclusion

Dans cette section, nous avons présenté la formulation du probléme que nous comp-
tons résoudre dans cette thése. Nous avons indiqué que le probléme de construction de

profil est composé de deux sous-taches.

1. Une phase d’extraction de toutes les régles de préférences contextuelles minimales
dont le support est supérieur & un seuil minimum de support fixé et dont la confiance
est supérieure & un seuil minimum de confiance fixé. Cet ensemble est nommé
MCPy .

2. La seconde sous-tache consiste a sélectionner un sous ensemble de I’ensemble des
régles, extraites au niveau de la premiére phase, pour constituer le profil utilisateur.
Ce sous ensemble sélectionné a partir des régles de préférences extraites au niveau

de la premiére phase doit étre concis et consistant.

Dans la section 3.1, nous avons présenté les concepts nécessaires pour la compréhension
)

des deux sous taches.
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Dans ce qui suit, nous allons présenter les solutions que nous avons proposées pour ex-
traire les régles de préférences contextuelles minimales (cf. section 3.2) et pour construire

le profil utilisateur (cf. section 3.3).

3.2 Extraction de régles de préférence contextuelle

Comme nous ’avons indiqué dans la sous-section 3.1.2, pour faire face au probléme
2, nous utilisons un critére d’élagage durant le parcourt en profondeur de l’espace de
recherche CP. Pour cette raison, nous énumérons les contextes en se basant sur un ordre
<. Plus précisément, nous utilisons un ordre total arbitraire <z sur ’ensemble de tous

les items et nous supposons que les contextes sont écrits en se basant sur cet ordre.

Définition 38. Un conterte X = iq1ig...49; est appelé un contexte préfixe de Y =
1102 ... Iy, noté par X <, Y, oul < m et les items dans les deux contextes sont lis-

tés en se basant sur l’ordre <z.

Exemple 45. Par exemple, les contextes préfize de AB sont (), A et AB, mais non B.

L’ordre partiel <, est utile pour bénéficier du support et de la minimalité pour réduire

I’espace de recherche.

Propriété 1 (Critere d’élagage). Si une régle de préférence contextuelle it = i~ | X
n’est pas fréquente ou m’est pas minimale, alors il n’existe aucune régle de préférence

contextuelle it =i~ |Y tel que X 2, Y fréquente et minimale.

Démonstration. Etant donnés it et i~, le probléme est d’extraire les contextes i.e.,
les itemsets. Nous pouvons par conséquent utiliser le formalisme proposé dans [SCOS].
Comme le support et la confiance sont deux fonctions condensables®, I’ensemble des
contextes minimaux est fermé par le bas (en considérant I'inclusion). Nous concluons
par conséquent que la propriété 1 est correcte puisque tous les motifs comparables en

considérant 'ordre <, sont également comparables en considérant I’inclusion. O

La propriété 1 signifie que la contrainte de fréquence et la contrainte de minimalité
sont anti-monotones en considérant <, [MT97]. Il est naturel d’intégrer ces techniques

dans I'algorithme en profondeur comme proposé par I'algorithme 3.1.

En fait, CONTPREFMINER construit toutes les paires d’items (i1,i2) et son sous-
programme CONTENUM (voir algorithme 3.2) énumeére en profondeur toutes les régles

de préférences contextuelles sur i1 = i9 ou io > 1.

1. Une fonction f est condensable si pour chaque itemset X C Y, f(X U{i}) = f(X) implique que
fYufa}) = f(v).
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Algorithm 3.1 CONTPREFMINER

ENTREES Une base de préférence P, un seuil minimum de support o, un seuil minimum de
confiance x

SORTIE Toutes les régles de préférences, ayant un contexte-préfixe, minimal excédant o et k

1: S:=10

2: POUR ToUT paire d’items (i1,i2) € Z X Z FAIRE
3: 812 := supp(i1 =iz |0, P)

4: 891 := supp(iz i1 |0, P)

5: SI s > 0 ou s9; > 0 ALORS

6: si S12 2 o & 512/(812 + 821) Z x Alors

7: S =S U{i1=i2|0}

8: fin si

9: sisg >0 & 821/(812 + 821) > k Alors
10: S = SU{izg=i1 |0}
11: fin si
12: S := S U CoNTENUM((i1,2),0,Z\ {i1,42}, P,0,K)
13: FIN S1
14: FIN POUR
15:
16: RETOURNER S

La ligne 5 dans CONTPREFMINER et CONTENUM arréte I’énumération des régles de
préférences si les deux supports sont plus petits que le seuil de support minimum (pro-
priété 1). La minimalité du contexte-préfixe est seulement évaluée a la ligne 5 de CONTENUM
puisque toutes les régles de préférences basées sur () sont minimale.

En plus, une régle de préférence n’a pas un contexte-prefixe minimale dés qu’une régle
de préférence contextuelle concluant sur i; = i9 et io > 41 possédant un contexte plus
petit conduit au méme support.

Finalement, l'ordre arbitraire <z est utilisé a la ligne 12 de CONTENUM pour énumé-
rer toutes les prochaines régles de préférences contextuelles en se basant sur <, comme

expliqué plus haut.

Une des forces de 'approche a deux phases repose sur la consistance et la complétude
de la phase d’extraction de régles de préférences [KCEFS08] comme c’est la cas avec

CONTPREFMINER :

Théoreme 2 (Consistance et complétude). Etant donnée une base de préférence P,
un seutl minimum de support o et kK, CONTPREFMINER retourne toutes les régles de

préférences contextuelles de CPg . qui sont minimales en considérant <.

Démonstration. Etant donnée une régle # = it =i~ | X € CP,y, il y’ a au moins une
paire d’items (i,77) ou (i, ¢") qui est donné comme paramétre de CONTENUM avec un
contexte vide . Alors, CONTENUM exécute le parcourt en profondeur habituel de I’espace

de recherche pour construire le contexte X de m. Il est a noter que les conditions d’arréts
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Algorithm 3.2 CoNTENUM

ENTREES Une paire d’items (i1, 42), un contexte X, un ensemble d’items candidats C, une base
de préférences P, un seuil minimum de support ¢, un seuil minimum de confiance k

SORTIE Toutes les régles de préférences contextuelles ayant un prefixe-minimal excédant o et x
concluant sur i; = iy ou io > 97 dont le contexte contient X comme préfixe

1: S:=40

2: POUR TouTtT i € C FAIRE

3 s12:=supp(i1 =iz | X U {i},P)

4: s91 = supp(iz>=i1 | X U{i},P)

5: S1 ((812 > O') vV (821 > 0')) A ((812 < supp(zl =19 |X)) \ (321 < supp(zz =11 |X))) ALORS
6: si (s12 > o) A (s12/(812 + $21) > k) Alors

7: Si=SU{i1=izg| X U{i}}

8: fin si

9: si (s21 > 0) A (s21/(s12 + $21) > k) Alors

10: S:SU{ZQ>11|XU{Z}}

11: fin si

12: S := S U CoNTENUM((i1,12), X U{i},{c € Cli <z ¢}, P,0,K)
13: FIN SI

14: FIN POUR

15:

16: RETOURNER S

de la ligne 5 sont siires grace au critére d’élagage des régles minimales fréquentes (cf.
Propriété 1). Alors, 'approche d’extraction est compléte.
Finalement, de la ligne 5 a la ligne 10, nous avons le code garantissant la consistance en

supprimant les régles dont la confiance n’est pas suffisante. ]

Une régle de préférence contextuelle ayant un contexte-prefixe minimal est seulement

minimale en se basant sur son contexte.

Exemple 46. Par exemple, la minimalité du contexte-prefize de D~ E'| AB ne consideére

pas la régle D> E'| B parce que B n’est pas un contexte-prefize de AB.

Alors, la minimalité du contexte-prefixe est moins restrictive que la minimalité et I’en-
semble des régles de préférences ayant un contexte-prefixe minimal est un sur-ensemble
de MCP; .

Dans ’approche en profondeur, la minimalité du contexte-prefixe est plus facile & évaluer
que la minimalité. Nous montrons dans la section 3.3 que I'utilisation des régles de préfé-
rences contextuelles ayant un contexte-prefixe minimal au lieu des régles de préférences
minimale n’affecte pas la construction du profil.

Dans la pratique, le nombre de régles de préférences contextuelles minimales est souvent
une trés grande collection excédant la taille du jeu de données original. L’utilisateur final
ne peut pas directement analyser cette sortie importante. En fait, les motifs les plus perti-

nents sont perdus parmi beaucoup d’informations triviaux, redondantes et d’information
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bruitées.

Exemple 47. Par exemple, méme avec le petit jeu de données présenté sur la table 5.2,
nous extrayons 20 régles de préférences contextuelles ayant une confiance plus grande que
0.5.

La solution la plus fréquente consistant a augmenter le support ou la confiance n’est pas
satisfaisante.

En augmentant le seuil minimum de support les motifs extraits deviennent trés généraux
et seront souvent triviaux. L’augmentation du seuil de confiance minimal est contrepro-
ductive si on travail sur des données bruitées; en plus, elle ne réduit pas assez le nombre

de motifs.

Exemple 48. Par exemple en considérant le jeu de données de la table 5.2, il y’a 8 régles

de préférences contextuelles avec k = 1.

Dans la section suivante, nous allons présenter la solution que nous avons proposée
pour réduire le nombre de régles de préférences contextuelles extraites par I’algorithme
CONTPREFMINER. L’objectif est de construire un profil utilisateur a partir des régles
de préférence contextuelles extraites par CONTPREFMINER sans augmenter le seuil mi-

nimum de support o et de confiance k.

3.3 Construction de profil utilisateur

Comme nous ’avons formalisé par le probléme 3, le but de ’étape de la construction
de profil est de trouver le plus petit ensemble de régles de préférences contextuelles qui est
en accord avec toutes les préférences (ce qui veut dire un profil qui contredit un nombre
minimum de préférences utilisateur).

Pour ce faire, la construction du profil utilisateur répéte les deux principes suivants :
1. sélectionner la meilleure régle de préférence contextuelle,
2. supprimer, dans S, les régles de préférences contextuelles non nécessaires

Ces deux principes sont répétés sur les régles retournées par CONTPREFMINER jusqu’a
ce que toutes les préférences utilisateur dans la base de préférences soient en accord avec
au moins une régle de préférences dans le profil.

En effet, le principe utilisé pour la construction du profil utilisateur est vraiment intéres-
sant puisque, méme si le critére de minimalité supprime plusieurs régles de préférences
contextuelles redondantes, quelques régles de préférences contextuelles superflues restent

parmi celles retournées par CONTPREFMINER.
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Exemple 49. Par exemple, dans notre exemple jouet, la régle de préférence contextuelle
D~ B| A (Seulement en accord avec py) peut étre supprimée de MCPo20.6 (cf table 3.3)
puisque D = E | A est déja en accord avec py et a un meilleur support (avec la méme

confiance).

Plus généralement, une régle de préférence contextuelle 7 est pertinente pour le profil en
construction, si elle est en accord avec des préférences utilisateur de P qui ne sont pas
déja en accord avec d’autres meilleures régles. Il est a noter que ce genre de processus

itératif pour construire un modéle est assez classique dans la littérature [BZ07].

3.3.1 Ordonner les régles de preferences contextuelles

La principale stratégie de l'algorithme PROFMINER permettant la construction du profil
utilisateur est la capacité a sélectionner la meilleure régle de préférence contextuelle per-
mettant de décider entre deux transactions, quelle est la préférée. La définition suivante

introduit un ordre total sur I’ensemble des régles de préférences contextuelles MCP.

Définition 39 (Best rule order). L’ordre de la meilleure régle sur MCP, noté par >pest,
est un ordre total défini pour toutes régles de préférences contextuelles w et m' comme :

conf () > conf

conf (m) = conf

conf (m) = conf

(7') ou

(

(
et |context(m)

(

)

7r
') et supp(mw) >

') et supp(m) = supp(n’)
| < |context(n")| ou
') et supp(m) = supp(n’)

| = |context(n')| et m <cp 7'

T >Spest T &

conf(m) = conf

et |context(m

Comme le profil doit contredire au plus un trés petit nombre de préférences utilisateur
(dans le but d’avoir une précision élevée), les critéres suivants sont utilisées par ordre
de priorité pour classer les régles de préférences : la confiance, le support, la taille des
contextes. Le quatriéme critére (ot <¢cp est un ordre total arbitraire) est seulement
utilisé pour décider définitivement entre deux régles indifférenciées par les trois premiers
critéres. L’ordre <¢p est un ordre lexicographique classique sur CP se basant sur <7 ou
chaque régle de préférence contextuelle i =i~ | X est considérée comme un mot iti~ X.
Deux régles de préférences contextuelles sont ordonnées par ", ensuite i~ et finalement,

par le contexte X en utilisant 'ordre <7.

La partie gauche de la table 3.3 illustre l'ordre induit par >pes sur les régles de
préférence minimales extraites (avec 0 = 0.2 et £ = 0.6) sur notre exemple jouet. Il est
a noter que l'ordre arbitraire <¢p justifie le fait de classer A>C'|D avant A> D |C et
B> C|D comme le fait de classer D> B|A avant D > FE|AC.
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MCPoy.2,0.6 \ Construction de Profil
Cont. pref. supp conf couverture | étape 1 étape 2 étape 3 étape 4
D-E|A 0.4 1 P1,p2 v
D-C|0 0.2 1 D2 X
A=C|D 0.2 1 ps v
A-D|C 0.2 1 P4 v
B>-C|D 0.2 1 P3 X
Ds=B|A 0.2 1 p X
D-E|B 0.2 1 D2 X
D=E|AC 02 1 p X
D>-B|0 0.4 2/3  p1,ps v

TABLE 3.3 — Reégles de MCPq.2,0.6 ordonnées en fonction de >4 et la construction de
profil avec (k = 1)

3.3.2 L’algorithme PROFMINER

Etant donnée une base de préférences P, un ensemble de régles de préférences contex-
tuelles S, un seuil minimum d’accord k, PROFMINER retourne un profil utilisateur 1I en
sélectionnant les régles de préférences contextuelles pertinentes de S (cf. algorithme 3.3).
Il est & noter que le seuil d’accord k nous permet d’ajuster la taille du profil utilisateur
comme indiqué dans le probléme 3. Plus le seuil minimum d’accord k est grand, plus le
profil est petit.

Aprés avoir initialisé le profil (ligne 1), la principale itération (ligne 2-7) sélectionne la
meilleure régle de préférence en se basant sur >peq (ligne 3) et l'ajoute dans le profil
(ligne 4) jusqu’a ce que S devienne vide (ligne 2). Cette condition est assurée par la
réduction de P (ligne 5) et la réduction de S (ligne 6). En plus, une régle de préférence
contextuelle 7 est considérée comme non pertinente (durant la construction du profil) si
7 n’est pas en accord avec au moins k préférences utilisateurs restantes (i.e., non encore

en accord avec d’autres régles de préférences du profil). La partie droite de la table 3.3

Algorithm 3.3 PROFMINER

ENTREES Une base de préférences P, un ensemble de régles de préférences S, un seuil minimum
d’accord k

SORTIE Un profil utilisateur I1

=0

: TANT QUE S # () FAIRE

Thest — MAX >, S

II:=11u {ﬂ-best}

P={(t,u) € Plt #r,... u}

$ = {n € Slsupp(r, P) > k/|P|}

: FIN TANT QUE

: RETOURNER II
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illustre PROFMINER sur notre exemple jouet (cf. table 3.2) avec S = MCPp206 et k = 1.

A la premiére itération, la ligne 3 sélectionne D > E | A (symboles ¢) sur la meilleure
régle en se basant sur > (cf. table 3.3).

La ligne 5 supprime la préférence utilisateur p; et ps et ensuite, la ligne 6 supprime 5
régles de préférences contextuelles de S (symbole X). Il est a noter que D > B | () est
préservée puisqu’elle couvre aussi ps.

La seconde itération ajoute A > C' | D au profil parce que c’est la meilleure régle de
préférence contextuelle qui reste.
Ce processus s’arréte a la fin de la 41°m€ itération parce que S est vide (cf. ligne 2 de
PROFMINER).

A la fin de la quatriéme itération, le profil final est {D>FE|A, A~C|D,A>=D|C,D >
B|0}.

Dans la section 3.2, nous avons montré que CONTPREFMINER n’extrait pas toutes les
régles de préférences contextuelles minimales mais toutes les régles de préférence ayant un
contexte-préfixe minimal. Cependant, selon qu’on utilise les régles de préférences ayant
un contexte-préfixe minimal ou les régles de préférences contextuelles minimales comme

entrée de PROFMINER, le résultat reste le méme.

Propriété 2 (Equivalence). Etant données une base de préférences P, un seuil minimal
o, k et k, le résultat de PROFMINER appliquée a S est égale a celle appliquée a MCPy
pour tout ensemble S tel que MCPs ), C S CCPy .

Démonstration. FEtant donnée une régle non-minimale 7 € S, il existe une régle minimale
Tm € S tel que conf(mw) = conf(mp,) et supp(w) = supp(my,) par définition. Comme le
contexte de 7, est plus petit que celui de 7, la régle minimale est toujours sélection-
née. Toutes les régles retournées par PROFMINER appartiennent & MCP, . et donc la

propriété 2 est vraie. O

La propriété 2 signifie que 'utilisation des régles de préférences contextuelles intéressantes
minimales ou les régles intéressantes avec un contexte préfixe minimal ou toutes les régles
de préférences intéressantes, conduisent au méme profil utilisateur. En plus, comme la
relation >p.s classe une régle de préférence contextuelle minimale avant une régle non-
minimale, la ligne 4 sélectionne une régle de préférence contextuelle minimale comme
Tpest- Alors, les lignes 5 et 6 écartent les régles de préférences contextuelles non-minimales

correspondant & Tpest.
Biensure, plus S est petit plus le temps d’exécution de PROFMINER est petit. Il sera
alors mieux de considérer I’ensemble MCP,, ,, comme entrée, mais les régles de préférences

contextuelles minimales sont cotliteux a calculer lors du parcours en profondeur. Nous
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pensons que les régles ayant les contexte-prefixe minimaux sont le meilleure compromis
puisqu’elles sont faciles a extraire et en méme temps, elles sont moins nombreuses que

CPos.

3.3.3 Conclusion

Dans cette section, nous avons présenté la solution que nous avons proposée pour
la construction du profil utilisateur. Nous avons montré que cette solution consiste en
une approche a deux phases qui consiste (1) a extraire toutes les régles de préférences
contextuelles minimales et (2) a construire un profil utilisateur a partir des régles de
préférences extraites au niveau de la premiére phase.

Dans la section suivante, nous allons présenter les stratégies que nous avons proposées

pour prédire entre deux transactions (¢,u) laquelle est la plus préférée.

3.4 Meéthodes d’utilisation du profil

Pour prédire entre deux transactions (¢, u) laquelle est la préférée, il est nécessaire d’uti-
liser les régles de préférences qui couvrent ces transactions dans le profil II.

I,y représente I'ensemble des régles de préférences contextuelles qui couvrent (¢, u), i.e.
Hyy ={m €Il|t =r uVu>gt}.

Quand une regle de préférence m € Il ) induit que ¢ est préférée a u, la confiance
de 7 représente le degré de préférence de ¢ sur u. Le poids d’une régle de préférence
7 pour évaluer une paire (t,u) est alors défini par wx(t,u) = conf(m,P) si t =, u ou
wr(t,u) =1 — conf(m,P) siu >, t.

Dans ce contexte, le challenge consistant & classer les transactions est de sélectionner les

bonnes regles dans 11 ., et puis d’agréger leurs poids.

3.4.1 Best rule

Supposons que nous voulons utiliser le profil Il = {D>FE|A, A~C|D,A>D|C,D > B|
0} pour prédire quelle est la transaction la préférée entre CDE et AC' (il est & noter que
ces transactions ne sont pas présentes sur les jeux de données initiales, cf. table 3.2).
Une fagon naturelle de déterminer si une transaction t est préférée a une autre u est
d’utiliser la meilleure régle de préférence contextuelle m € IT; .

L’argument de la section précédente justifie encore le choix de lordre > pour la

définition de la meilleure régle (cf. Définition 39).
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Exemple 50. La meilleure régle de préférence contextuelle selon >pest couvrant la paire
(CDE,AC) est A = D | C. Cette regle induit que AC est préférée & CDE avec une

confiance de 1.

Plus généralement, d’aprés cette stratégie de classement, nous indiquons qu’une transac-
tion t € L est préférée a une transaction v € £ d’aprés un profil utilisateur II, noté par
t >f-f u, s’il existe une meilleure régle dans II donnant ¢ > u.

La figure 3.2 illustre la relation de préférence >-%” induite par la meilleure régle sur les
transactions de D. En plus, chaque arc (¢, u) est labélisé par la confiance de la meilleure
régle 7 qui est en accord avec la préférence (¢, u). Pour la suite, nous notons par bry, la

fonction de préférence définie pour chaque transaction (¢,u) € £ x L par :

wr(t,u) s'il existe une meilleure regle 7 dans Il

bra(t v) = { 0.5 Sinon

bryr est une fonction de préférence [CSS99]. Une valeur de bryp qui est proche de 1 est in-
terprétée comme une forte recommandation que ¢ doit étre classée avant u en considérant

le profil de I'utilisateur II.

Exemple 51. br(AC,CDE) = 1 puisque la confiance de la régle de préférence contex-
tuelle A= D|C est égale a 1.

FIGURE 3.2 — La relation de préférence >—i’{ induite par la meilleure régle

Avec cette stratégie, pour décider entre deux transactions (t,u) laquelle est la préférée,

on utilise seulement la meilleure régle qui couvre la paire de transaction méme s’il y en
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& plusieurs autres qui couvrent la méme transaction et peuvent conduire & reconsidérer
la décision prise avec la meilleure régle.

Dans la section suivante, nous allons présenter la seconde stratégie de classement que
nous avons proposée. Avec cette stratégie, on ne considére pas seulement la meilleure
régle qui couvre une paire de transaction pour prendre une décision, mais on organise un

vote sur les décisions prises par toutes les régles qui couvrent la paire de transaction.

3.4.2 'Weighted voting

Il peut sembler contreproductif de considérer seulement la meilleure régle quand le profil
peut contenir 10 autres régles dont la conclusion est contraire.

En se basant sur cette observation, nous proposons une seconde alternative qui consiste
a utiliser une stratégie nommeée " Weighted Voting" comme proposé dans [LHPO1].

En comparant deux transactions, ’idée est de ne pas utiliser seulement la meilleure régle
qui couvre cette paire, mais I'ensemble des régles qui la couvre (i.e., Iy ).
Evidemment, chaque régle est pondérée par la confiance dans la recommandation finale
en utilisant w,. Dans certains cas, plusieurs régles minoritaires peuvent permettre de
reconsidérer la recommandation de la meilleure régle. Nous définissons la fonction de

préférence wvr comme :

1 .
T Z”€H<t,u> wr(t,u)  si Wiy # 0

0.5 sinon

wor(t,u) = {

Finalement, en utilisant la fonction de préférence wuvr, nous pouvons définir la relation

de préférence >{” comme suit : ¢ =" u ssi wor (¢, w) > 0.5.

A cause de la simplicité de notre exemple jouet, la relation de préférence =3 est exac-
A b

tement la méme que .

Le but principal d’un profil est d’ordonner des transactions, pour cette raison, le premier

désavantage majeur de >Zf-f et de =¥ est la possibilité d’inconsistence.

Exemple 52. Par exemple, la relation >—%7" basée sur le profil {A= B|0,C =D |0, D >
E|0} indique que AE =% BC et BC =% D, mais D =% AE.

Cette inconsistance rend difficile 'ordre sur les transactions AE, BC et D. Le second
plus grand inconvénient de >—%" et =¥ est leurs éparcité i.e., plusieurs transactions ne

sont pas comparables.

Exemple 53. Par ezemple, la relation =% basée sur le profil {D=E|A, A=C|D, A~
D|C,D > B|0} ne peut pas décider si la transaction AC est préférée a BCE ou vice

versa.
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Par conséquent sur la section suivante, nous introduisons une nouvelle stratégie de clas-

sement, appelée range voting.

3.4.3 Range voting

Indépendamment de notre méthode de construction du profil et des méthodes d’ordon-
nancement, réparer et compléter une relation de préférence pour faire face & I'inconsis-
tance et 'éparsité est un défi [MFJT06].

Au lieu de comparer directement deux transactions grace a la relation >%” ou >{;’, nous

" qui est le meilleur

proposons d’organiser un range voting pour prendre une décision
candidat 7".

Un range voting est un systéme de vote pour une élection & un siége pour lequel les
votants dans T notent chaque candidat avec un nombre entre 0 et 1 en utilisant une
fonction de préférence comme brijou wor.

Les scores de chaque candidat sont cumulés, et le candidat ayant la valeur la plus élevée
est le gagnant. Considérons deux transactions AC'D et C'D comme candidats, la transac-
tion t3 : ABC'E donne simplement un point & AC'D (parce que briy(ACD, ABCE) =1
et brn(CD,ABCE) = 0); t5 : AB donne 2/3 a chaque candidat ACD et AD; et ainsi
de suite.

Avec ce vote AC'D recoit plus de votes et ensuite, est préférée a C'D. L’ordre induit par

le range voting formalise ce processus :

Définition 40 (Range voting order). Etant donnée une fonction de préférence prefi,

Uordre induit par le range voting pour T C L est défini comme :

t >§’pr6f u & Zprefn(t, v) > Zprefn(u, v)

veT veT

Maintenant, cette nouvelle relation de préférences nous permet d’ordonner AC'D avant
CD parce que ), br(ACD,v) = 0.54+0.54+1+0.5+2/3 = 19/6 est plus grand que
Y wer brn(CD,v) =0.5+0+040.5+2/3 =10/6 avec T = D.

La figure 3.3 représente 'ordre >ﬁ’br induit par le range voting sur I’exemple jouet D. La
premiére observation importante est que ’ordre induit par le range voting >—£’bT conduit
a comparer plusieurs transactions (voir les lignes gras) comme désiré pour faire face a
I’éparcité.

En effet, comme le range voting satisfait le critére de resolvabilité [\Woo094] qui assure une
faible possibilité d’indécision dans le Vote,>-§’br permet de classer plus de transactions
que =%

De plus, méme si le range voting reste consistant avec plusieurs préférences utilisateurs
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et la fonction de préférence initiale prefiy, il existe une préférence inversée entre AB et
CD (voir les lignes en pointillé). Sans cette inversion la relation ne serait pas transitive.

Il est & noter que les transactions de D sont utilisées comme des votants par la fonction

5 . . . . T,br
FIGURE 3.3 — L’ordre induit par la strategie du Range Voting >

de range voting pour ordonner D dans la figure 3.3.

Pour ce qui suit, quand nous avons & ordonner des transactions de 7', nous utilisons le
méme ensemble T' comme votant (e.g., dans nos expérimentations, les données test sont
utilisées comme des votants). En plus, cet ensemble de votants 7' garantit que 'ordre
induit par >£’p ref peut étre total.

Nous présentons maintenant le résultat principal sur les relations de préférences >£’p ref.
En plus, méme si la fonction de préférence initiale n’induit pas un ordre, la relation de

s T . ,
préférence correspondante > est transitive et par conséquent, est un ordre :

Propriété 3 ( Ordre partiel strict). La relation >£’p " est un ordre partiel sur L.

Démonstration. Relation irreflexive : Pour chaque transaction t,ona ) . prefu(t,v) #
> ver Prefu(t,v). Relation Transitive : étant données trois transactions s, ¢ et u telles
que s >§’pref tett >€’pref u, la définition 40 donne ) . prefu(s,v) > > cpprefu(t,v) >

> ver Pref(u, v). Par conséquent, nous avons » - - prefri(s,v) > Y crprefi(u,v) si-

gnifiant que s >£’p el . O

Cette propriété cruciale explique pourquoi le graphe produit par la figure 3.3 corres-

pond & un ordre partiel strict sur les transactions.
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3.4.4 Relation entre la fonction de cofit et les mesures de précision et
rappel

Le but de cette section est de relier notre méthode de construction de profil basée
sur la fonction de coiit (cf. définition 37) avec les mesures de précision et rappel utilisées
pour évaluer les méthodes de classifications.

Dans les sous-sections précédentes nous avons proposé trois méthodes de classement qui
peuvent étre associés a un ensemble de régles de préférences II (cf. sous-sections 3.4.1,
3.4.2,3.4.3). La qualité prédictive d’une relation de préférence est évaluée par les mesures
de précision et de rappel introduites dans la Définition 41 ci-dessous. Ces deux mesures
seront utilisées dans le chapitre 4 pour comparer la qualité de prédiction de nos méthodes

de classement avec celle de SVMRANK.

Définition 41 (Précision et rappel). Etant donnée une base de préférence P et une
relation de préférence >~ sur les transactions apparaissant dans P. La précision de >~ en

considérant P noté Prec(>=,P), est définie par :

{(t,u) € P|t = u}|
{{t,u) € Pt = uVu>t}

Prec(>,P) =

En plus, le rappel de = en consideration P, noté Rec(>,P), est definie par :

t,u) € Plt = u}|
P

Rec(~,P) = i

Il est & noter que les définitions de la précision et du rappel, ne sont pas différentes de
celles présentées dans la sous-section 2.1.4 : il suffit de noter que [{(¢t,u) € Plt = u}| =T,
{{t,u) e Plt =uVu=t}|=T+Fet|Pl=T+F+1.

Dans notre approche, les relations de préférences décrites dans les sous-sections précé-
dentes (cf. sous-sections 3.4.1, 3.4.2,3.4.3) et le profil ne sont pas des notions différentes.

La définition suivante tente d’établir ce lien :

Définition 42 (Compatibilité). Une relation de préférence > est compatible avec un
ensemble de régles de préférences Il ssi pour chaque paire (t,u) € P, t % u implique qu’il

existe w € 11 tel que u >, t ou qu’il n'existe pas des régles w € 11 telle que t =, u.

Cette propriété existe pour les stratégies best rule et weighted voting mais pas pour
la stratégie de range voting. Maintenant nous donnons un résultat important montrant

pourquoi le profil utilisateur conduit & un bonne méthode de ranking :

Proposition 1. Soit IT un ensemble de régles de préférences, = une relation de préférence
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compatible avec I1. La relation suivante existe :
1 — Prec(>=,P) <1— Rec(>,P) < Cost(II, P)

Démonstration. Montrons que 1 — Rec(>~, P) < Cost(Il, P). Considérons les deux tran-
sactions ¢t et u tel que t ¥ u. Comme > est compatible avec II, cela signifie que (i)
il existe 7 € II tel que u >, t ou (ii) qu’il n’existe pas de régles 7 € II tel que
t >, u. Dans le cas de (i), (t,u) appartient a contradict(Il, P) et dans le cas (ii), (¢, u)
appartient a P \ cover(II,P). Nous obtenons que {(t,u) € P|t # u} est inclus dans
(P \ cover(I1, P)) U contradict(Il, P). Nous allons alors conclure que 1 — Rec(>=,P) <
Cost(I1, P). Comme par definition Prec(>,P) > Rec(>~,P), il est facile de conclure que
1 — Prec(>,P) <1— Rec(> P). O

Cette proposition signifie que minimiser la fonction de cotit conduit & maximiser a la
fois la précision et le rappel. Par conséquent, 'objectif de la construction de profil est

consistant avec la prédiction pour une relation de préférence compatible.

3.4.5 Conclusion

Dans cette section, nous avons présenté les stratégies d’utilisation du profil construit afin
de faire de la recommandation. Nous avons présenté la méthode Best-rule qui consiste
a choisir la meilleure régle dans le profil pour décider parmi deux transactions (t,u) la
quelle est la préférée.

Nous avons également présenté une seconde stratégie d’utilisation du profil qui n’utilise
pas seulement la meilleure régle qui couvre le profil pour trancher entre deux transactions
laquelle est la préférée pour l'utilisateur, mais organise un vote parmi toutes les régles
de préférences qui couvrent une paire de transactions.

La troisiéme stratégie consiste a organiser un range voting pour décider quelle transac-

tion est la plus préférée.

3.5 Conclusion

Dans ce chapitre nous avons présenté le probléme de construction de profil que nous avons
résolu. Nous avons commencé par formaliser le probléme que nous comptons résoudre
(section 3.1). Nous avons montré que nous comptons résoudre ce probléme en utilisant

une approche & deux phases qui consiste a :
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(1) Extraire toutes les régles de préférences contextuelles intéressantes et minimales
MCPy, . (cf. section 3.2)

(2) Eliminer les régles de préférences contextuelles redondantes au niveau de la premiére

phase afin de construire un profil utilisateur (cf. section 3.3)

Nous avons également présenté les trois stratégies d’utilisation du profil que nous avons
utilisées pour faire une prédiction. Nous avons présenté la méthode Best-rule inspirée de
CBA (cf. sous-section 3.4.1) puis la méthode Weighted Voting inspirée de CMAR, (cf.
sous-section 3.4.2) et enfin nous avons présenté la méthode du Range voting (cf. sous-
section 3.4.3).

Dans le chapitre suivant, nous allons présenter les expérimentations que nous avons ef-

fectuées pour valider notre approche.



Chapitre 4

Expérimentation

Dans ce chapitre nous présentons les expérimentations que nous avons effectuées dans
le but d’évaluer les performances de notre approche. Le prototype avec lequel nous avons
effectué les expérimentations est développé en C++. Les expérimentations sont conduites
sur un PC tournant sous Linux, avec 32 GB de mémoire et 16 processeurs 4 cores de
type Genuine Intel(R) Xeon(R) ayant chacun une vitesse de 2.40 GHz.

Aprés la présentation des jeux de données dans la section 4.1, nous décrivons différents

types d’expérimentations.

Dans la section 4.2, nous évaluons la performance de CONTPREFMINER, ’algorithme
proposé pour extraire les régles de préférences contextuelles intéressantes. Plus précisé-
ment, nous présentons a la fois le nombre de régles de préférences contextuelles extraites
et le temps d’extraction en considérant un seuil minimum de support et un seuil mini-
mum de confiance. Nous évaluons également comment le temps d’extraction varie quand

la taille de la base de préférences augmente.

Dans la section 4.3, nous présentons une étude qualitative du profil utilisateur
construit par PROFMINER. En particulier, nous analysons la concision des profils utilisa-
teurs en se basant sur le seuil d’accord minimal. Nous donnons aussi quelques exemples
de profils extraits, et nous étudions la distribution des régles de préférences dans le profil

utilisateur par rapport & la taille des contextes.

Dans la section 4.4, nous évaluons la qualité de prédiction du profil, en terme de pré-
cision, rappel et de f-mesure, en utilisant différentes stratégies de classements (Best Rule,
Weighted Voting et Range Voting). Nous comparons aussi, dans cette section, la qualité
prédictive de notre approche avec deux méthodes de I'état de I'art : & savoir les méthodes
SVMRANK [Joa02| et ORDER-BY-PREF [CS599]. Finalement, dans la section 4.5, nous

présentons la conclusion de ce chapitre.
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User Id. | |D| IZ| |P]
user850 504 | 4 646 | 90 740
userbb5b5 | 505 | 4 074 | 97 979
user1701 | 509 | 4 515 | 87 919
userb317 | 513 | 4 477 | 89 989
user438 520 | 4193 | 98 762
user4s 541 | 4 232 | 93 365
userl125 | 544 | 4 391 | 110 026
user1496 | 551 | 4 622 | 109 650
userd867 | 552 | 4 640 | 97 860
userd4411 | 553 | 4 626 | 111 208
user3942 | 559 | 4 569 | 119 600
userb107 | 564 | 4 843 | 116 700
userb33 565 | 4 468 | 122 757
user3884 | 571 | 4 893 | 124 974
user148 582 | 4 591 | 120 291
user4054 | 583 | 4 854 | 117 342
user123 584 | 4491 | 111 993
userb682 | H88 | 4 492 | 127 827
user692 591 | 4 611 | 111 754
user411 597 | 4 939 | 129 933

TABLE 4.1 — Base de preferences sur les films

4.1 Présentation des données

Dans cette section, nous présentons le schéma de la base de données sur laquelle nous

avons effectué nos expérimentations. Le modéle de la base de données est représenté

sur la figure 4.1(a). Cette base de données est composée de trois tables contenant des

informations sur des films (acteur, producteur, etc..), les personnes qui ont regardé ces

films et les notes que ces personnes ont attribué a ces films.

— La table Film : donne la liste de tous les films de la base décrits par leur titre,

genre etc...

— La table Personne : donne la liste des personnes qui ont notées des films. Ces

personnes sont décrites par leur identifiant, leur genre, leur age . ..

— La table Notes : donne les notes fournies par les utilisateurs aux films. Cette table

contient l'identifiant de I'utilisateur, 'identifiant du film noté, la note attribuée

ainsi que 'horodatation.
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La table 4.2 montre le nombre d’enregistrements que contient chaque table, tandis que
la figure 4.1(b) montre la distribution des utilisateurs par rapport au nombre de notes.
On y constate par exemple que 3095 utilisateurs ont noté entre 1 et 100 films. 140

utilisateurs ont noté entre 500 et 600 films ...

table Nombre d’enregistrements
Films 3881
Utilisateur 6040
Notes 800156

TABLE 4.2 — Taille des enregistrements

Les données contenues dans la base de données sont des données réelles basées sur
APMD-Workbench [PKB09| construit automatiquement de MovieLens ! et IMDB 2.

Ces jeux de données sont constitués de 800156 notes (comprises entre 1 et 5), de 6040
utilisateurs et de 3881 films (cf. table 4.2). Chaque utilisateur ayant noté au moins 20
films, et chaque films est décrit par un ensemble d’attributs tel que le genre, le directeur,
I'acteur, etc.

Dans le but d’évaluer notre approche, nous extrayons de la base de données initiale 20
jeux de données de films notés par 20 utilisateurs différents. Ces utilisateurs sont choisis
par hasard parmi les 140 utilisateurs qui ont noté entre 500 et 600 films. Il est & noter
que ces jeux de données n’ont pas été directement utilisables par notre algorithme, il
a fallu effectuer un pré-traitement3 pour avoir des données que notre algorithme peut

manipuler.

Dans le but de comparer notre approche avec la méthode de référence SVM-
RANK [Joa02], nous utilisons le méme format?, i.e. chaque ligne des 20 jeux de données
contient d’abord une note d’un film, et la liste des paires d’attributs/valeurs représentant

les caractéristiques des films notés (genre, directeur, année, acteur, ...).

Dans la table 4.1, on peut voir les principales caractéristiques de chaque jeu de don-
nées : le nombre de films notés par chaque utilisateur |D|, le nombre d’attributs distincts
|Z| utilisés pour décrire les films notés et le nombre de paires de films comparables |P|

(deux films sont dits comparables si leurs notes associées sont différentes).

www.movielens.org

www.imdb.com

cf. Annexe C pour le détail du pré-traitement

cf. Annexe C pour le format des données utilisées

=W =


www.movielens.org
www.imdb.com
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Utilisateur

Pays
Langue

Occupation

Compagnies
Producteurs
Directeur
Acteur
Actrice

(a) Modéle de la base de données

3500

3000

2500

2000 -

Nb utilisateurs

1500 B 5eérel

1000 -

500

0- lJ_J__-__-

1 [100 |200 |300 |400 |500 (600 |700
100 200 |300 |400 (500 |600 |700 (800

Sériel|3095(1356| 624 | 360 | 206 | 140 | 82 | 65

500 [1000 (1100 (1200 [1300 {1400 [1500 1600 (1700 (1800 {1500 POOOD
1000 1100 (1200 1300 (1400 (1500 [1600 (1700 (1800 (1900 2000 p400

2043 6 | B0 | 3024 |93
Mombre de notes

&8 81

(b) Nombre d’utilisateurs en fonction des notes

FIGURE 4.1 — Présentation de la base de données
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Dans notre approche et nos expérimentations, il est important de noter que I'algorithme
CONTPREFMINER est exécuté sur un ensemble de paires d’objets comparables et non

sur un ensemble d’objets notés.

4.2 Extraction de régles de préférences

Dans cette section, nous étudions le comportement de 1’algorithme,
CONTPREFMINER, proposé pour extraire les régles de préférences contextuelles.
Nous rappelons que la phase d’extraction des régles de préférences constitue la premiére
phase de notre approche & deux phases.

Nous étudions le comportement de I’algorithme proposé en terme de quantité de régles
extraites pour différents seuil de supports et de confiances (cf. sous-section 4.2.1);
nous présentons également le comportement de l’algorithme et en terme de temps
d’exécution en fonction des support et confiance et en fonction de la taille de la base de

préférences(cf. sous-section 4.2.2)

4.2.1 Quantité des régles

Dans cette sous-section, nous présentons le nombre de régles de préférences extraites
en fonction de la variation du support et de la confiance.
Les figures 4.2 (a) et 4.2 (b) montrent le nombre moyen de régles de préférences contex-
tuelles extraites par CONTPREFMINER sur les 20 jeux de données. Cette expérimentation

est effectuée en augmentant les seuils minimum de support et de confiance.

Comme les seuils minimum de support et de confiance augmentent, nous pouvons voir
que le nombre de régles de préférences contextuelles extraites diminue exponentiellement.
Ce phénoméne est naturellement comparable au phénoméne obtenu quand on extrait

n’importe quel type de motifs locaux intéressants.

4.2.2 Temps d’execution

Dans cette sous-section, nous présentons le temps d’exécution de CONTPREFMINER en

fonction de la variation du support et de la confiance.

La figure 4.3 montre le temps d’exécution de CONTPREFMINER quand (a) le seuil
minimum de support varie de 0, 1% a 1% (pour différentes valeures de confiance fixées) et
quand (b) le seuil de confiance varie de 50% a 100% (pour différentes valeurs de support
fixées).

Nous voyons d’abord que le temps d’exécution est quasiment indépendant de la valeur
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FIGURE 4.2 — Performances de CONTPREFMINER en fonction de :

de confiance minimum, ce qui signifie que ’ensemble des régles de préférences exploré
n’est pas élagué par la contrainte de confiance .

D’autre part, nous pouvons noter que l'effet du support est important. En effet, le temps
d’exécution diminue exponentiellement avec le support minimum, ce qui montre que
CONTPREFMINER exploite effectivement la contrainte du support pour élaguer ’en-
semble des régles de préférences explorées.

Finalement, la figure 4.3(c) montre comment le temps d’exécution varie quand la taille
de la base de préférence augmente (pour des seuils minimum de support et de confiance
fixés).

Dans cette expérimentation, nous avons utilisé les jeux de données d’un utilisateur
qui a noté plus de 1000 films. Plus précisément, la base de préférence de cet utilisateur
contient plus de 700000 préférences utilisateurs, et nous avons évalué le temps d’exécution
de CONTPREFMINER pour différentes fractions de cette base de préférences.

La figure 4.3(c) montre que le temps d’exécution augmente linéairement avec la taille de
la base de préférences; elle montre aussi que CONTPREFMINER peut extraire toutes les
régles de préférences intéressantes d’une base contenant plus de 700000 préférences en

moins d’une heure.



4.2 EXTRACTION DE REGLES DE PREFERENCES 117

LUVU I I I I ] Y] I L I I
KooBeeeboa A A A A A LA AL ] MinConf=0.5 —&—
MinConf=0.75
600 MinConf=1 --&--- B
A A A A A A A A A
500
100 3
@ o 400 |
0 0
Q jon
£ £
0 0 300
H +
10 F 3
F 200
MinSupp=0.006 —&— ] 100 | .
MinSupp=0.003 ]
MinSupp=0.001 ---A---
1 | " UPP | 0 | | | |
0.5 0.6 0.7 0.8 0.9 0 0.002 0.004 0.006 0.008 0.
(a) Variation de la confiance (b) Variation du support

[OAVAVAV)

2500

2000

1500

temps (s)

1000

500
MinsuppI:O .6%, Mincolnf:75% —AI—
0
<. N S 2
\/0@ \/0@ JO& ‘/0&

(c) Taille de la base de préférence

FI1GURE 4.3 — Pourcentage des régles en fonction de la taille des contextes



118 CHAPITRE 4 : EXPERIMENTATION

4.3 Construction de profil utilisateur

Dans cette section, nous présentons les expérimentations que nous avons effectuées
pour évaluer la qualité du profil construit. Ces expérimentations vont montrer que le
profil construit peut étre aussi concis que désiré par l'utilisateur (sous-section 4.3.1) et

qu'’il est facilement interprétable (sous-section 4.3.2)

4.3.1 Concision du profil

Dans cette sous-section, nous analysons la concision du profil utilisateur en se basant sur

le seuil minimum d’accord.

La figure 4.4 affiche le nombre moyen des régles de préférences contextuelles extraites
(des 20 jeux de données sur les utilisateurs) quand le seuil minimum d’accord k varie de
1 & 3500. D’abord, il est important de noter que méme avec k = 1, le nombre moyen de
régles de préférences contextuelles dans le profil utilisateur est réduit drastiquement par
PROFMINER. En effet, pour £ = 1, 'algorithme PROFMINER. réduit le nombre de régles
de préférences extraites par CONTPREFMINER de 490 a 203, 9.

La figure 4.4 montre que la taille du profil utilisateur décroit rapidement avec
l'augmentation de k. Il est a noter que si k est plus grand que 500, la taille moyenne
des profils utilisateur est plus petit que 50. De plus, cette figure montre que le profil
utilisateur peut étre aussi concis que désiré par I'utilisateur, ce qui est trés important

pour présenter un profil compréhensible.

4.3.2 Intelligibilité du profil

Dans cette sous-section, nous montrons que notre profil est facilement interprétable
par l'utilisateur. Nous montrons également comment les régles de préférences se repar-
tissent par rapport a la taille des contextes.

Les tables 4.3 et 4.4 montrent les 10 meilleures régles de préférences obtenues & partir
des bases de préférences User48 et User1125. Ces régles de préférences sont obtenues en

utilisant PROFMINER avec un seuil d’accord k£ = 1.

La table 4.3 montre que 'utilisateur User48 n’aime pas les films de sports (cf. régles
1,2,3,6,7,9). Les régles 4 et 8 montrent que 'utilisateur préfére les films de 20th Century
Fozx que les films des compagnies Paramount Picturesou Metro Goldwyn Mayer (MGM).
La régle 5 montre qu’entre deux films de comédies, I'utilisateur User48 préfére les films

de la compagnie TriStar Pictures a ceux de la compagnie Walt Disney Pictures.
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La table 4.3 montre que 'utilisateur User1125 préfére les films de Guerre aux films
de Thriller (cf. régles 3,4,7). Nous pouvons aussi voir qu’entre deux films de comédies,
il/elle préfere le film de la compagnie TriStar Pictures a ceux de la compagnie Warner
Bros Pictures. Finalement, la régle 5 montre que User1125 préfére inconditionnellement

les films de la compagnie Lucasfilm Ltd. a ceux de la compagnie Touchstone Pictures.

Les figures 4.5(a), (b) et (c) montrent la distribution des régles de préférence sur un
profil utilisateur en se basant sur la taille de leur contextes (avec des valeurs différentes
de k).

D’abord, nous pouvons voir figure 4.5(c) que pour tous les utilisateurs, la taille des
contextes des régles de préférence est toujours entre 0 et 4. Plus précisément, la fi-
gure 1.5(a) montre que dans le profil utilisateur User/8, les régles les plus nombreuses
sont celles ayant la taille de contexte égale a 1, i.e avec k = 1, 50,47% des régles de

préférence contextuelles ont un contexte de taille égale a 1.

Dans le profil de l'utilisateur User1125, la taille des contextes est méme plus im-
portante. En effet, avec k = 1500, 59,42% des régles de préférences ont une taille des
contexte égale a 2. Par conséquent, ces histogrammes montrent I'importance de 1'usage
des contextes dans le but d’obtenir des profils qui sont consistants et concis (cf. section
1.4). Ces histogrammes montrent aussi que plus la valeur de k est grande, plus la taille
des contextes augmente. Ce phénomeéne peut étre expliqué facilement par le réle du para-
métre k dans PROFMINER. En effet, quand k augmente, PROFMINER extrait des régles

de préférence contextuelles moins redondantes, ce qui signifie qu’il insére dans le profil
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Contextual preference rule [ supp | conf
1.GEN :War > GEN :Sport| GEN :Drama COU :United States 0.41% 100%
2.GEN :History > GEN :Sport| GEN :Drama 0.22% 100%
3.GEN :War > GEN :Sport | YEA :1990s 0.18% 100%
4.COM :20th Century Fox > COM :Paramount Pictures| GEN :Sci-Fi 0.13% 100%
5.COM :TriStar Pictures = COM :Walt Disney Pictures| GEN :Comedy 0.12% 100%
6.GEN :Musical = GEN :Sport| GEN :Family 0.12% 100%
7.GEN :History > GEN :Sport|YEA :1990s 0.12% 100%
8.COM :20th Century Fox > COM :Metro-Goldwyn-Mayer (MGM) | GEN :Drama 0.12% 100%
9.GEN :Western > GEN :Sport|GEN :Drama 0.11% 100%
10.COM :Warner Bros. Pictures>= COM :Chartoff-Winkler Prod.| GEN :Drama 0.13% | 99.21%

TABLE 4.3 — 10 meilleures régles extraites de la base Userd8 (k = 1).

Contextual preference rule [ supp [ conf
1.COU :Germany = COU :United States|d 0.37% 100%
2.COM :Jersey Films>> COM :20th Century Fox|YEA :1990s 0.11% | 92.86%
3.GEN :War > GEN :Thriller | GEN :Action GEN :Drama YEA :1990s LAN :English 0.10% | 92.62%
4.GEN :War > GEN :Thriller | GEN :Action GEN :Drama YEA :1990s 0.11% | 90.77%
5.COM :Lucasfilm Ltd. > COM :Touchstone Pictures |0 0.10% 89.6%
6.COM :TriStar Pictures > COM :Warner Bros. Pictures| GEN :Comedy 0.11% | 89.55%
7.GEN :War > GEN :Thriller| GEN :Action GEN :Drama LAN :English 0.15% | 89.53%
8.COM :Jersey Films > COM :Paramount Pictures| YEA :1990s 0.11% | 89.21%
9.COM :Jersey Films>COM :20th Century Fox |0 0.15% | 89.13%
10.COM :Jersey Films> COM :Universal Pictures|( 0.10% | 88.37%

TABLE 4.4 — 10 meilleures régles extraites de la base User1125 (k = 1).

utilisateur des régles de préférence plus spécifiques (des régles avec des contextes plus

larges).

4.4 Qualité de prédiction du profil

Dans le but d’évaluer la qualité de prédiction du profil utilisateur, nous avons effectué
une validation croisée stratifiée de 5-blocs. En considérant une base de données D i.e.
une liste de films notés avec leurs attributs, le principe de la validation croisée stratifice
de 5-blocs est le suivant :

1. Partitionner les jeux de données D en K = 5 sous ensembles disjoints Dy, ..., D
qui sont approximativement de méme taille et stratifiés en considérant les notes
(chaque sous ensemble Dy garde la méme proportion de films notés i, i = 1,...,5).

2. Pour chaque k =1, ..., K, soit Py I'ensemble des préférences utilisateurs (mi,ms2)
ol mq et mg sont les films notés dans Dj tel que la note fournie & mq est plus
grande que la note fournie a mo.

3. Exécuter K itérations d’apprentissage et de test, tel que lors de chaque itération k,
la base de préférences fournie pour 'apprentissage est : P1U...UP;_1UPr11U...UPk

et la base de données test est Py.
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Ainsi, il est important de noter qu’a chaque itération, les préférences utilisateur impli-
quées dans la base test ne contiennent aucun film impliqué dans la base d’apprentissage.
En plus, il est & noter que dans nos expérimentations, ce sont les valeurs moyennes des

métriques (e.g., précision, rappel et f-mesure) sur les 20 fichiers qui sont utilisées.

Finalement, dans le but de comparer la qualité de prédiction de notre approche
avec celle de SVMRANK, nous avons exécuté cette méthode avec différentes valeurs
du paramétre C' . Pour rappel (cf. paragraphe 2.3.1.1.2), C est le paramétre qui per-
met le compromis entre la largeur de la marge et le nombre d’erreur de classement
ie C € {0,001,0,003,0,005,0,01}. Apres I'exécution de SVMRANK, nous gardons les

meilleurs résultats pour représenter la baseline (ce qui est favorable & SVMRANK).

4.4.1 Best-rule versus Weighted Voting

Dans cette sous-section, nous évaluons la qualité de prédiction du profil utilisateur
construit par PROFMINER en utilisant les stratégies de classements Best Rule (BR) et
Weighted Voting (WV); ces stratégies de classements sont introduites dans la section 3.4.
La figure 4.6 montre la moyenne des précision, rappel et f-mesure des 20 profils utilisateur

quand le seuil minimum d’accord k varie entre 1 et 3500.

Il est & noter que les performances des deux stratégies de classements sont trés
similaires. Ce résultat peut étre expliqué par le principe de construction utilisé
par PROFMINER pour construire le profil utilisateur. En effet, a chaque itération,
PROFMINER supprime les régles de préférences contextuelles non-pertinante dans le but
de réduire la redondance entre les régles de préférences. C’est ainsi que, par construc-
tion, chaque préférence utilisateur est couverte a la fin par peu de régles de préférences
contextuelles, ce qui implique que le weighted voting est principalement conduit sur un
ensemble de régles de préférence contextuelles extrémement petit (la plus part du temps,

seulement une régle, qui est la meilleure).

La seconde observation majeure est que la qualité de prédiction des profils extraits
peut étre assez élevée. Plus précisément, la précision reste toujours élevée, tandis que le
rappel et la f-mesure dépendent profondément du seuil minimal d’accord, i.e la taille du
profil utilisateur.

De plus, nous pouvons voir que la précision du profil utilisateur est toujours plus grande
que la précision obtenue en utilisant SVMRANK. Cependant, en utilisant la méthode Best
Rule (BR) et Weighted Voting (WV), nous notons que le rappel et la f-mesure peuvent

décroitre fortement quand la taille du profil utilisateur diminue, i.e, quand k£ augmente.
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FIGURE 4.6 — Efficacité des strategie Best Rule et Weighted Voting
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4.4.2 Best-rule versus Range Voting

Nous avons présenté dans la sous-section 3.4.3 la stratégie de classement Range Voting
(RV) permettant de résoudre le probléme de l'inconsistance et de I’éparcité des relations
de préférences induites par les stratégies de classement Best Rule (BR) et Weighted Voting
(WV). Nous évaluons dans cette sous-section, les avantages de cette nouvelle stratégie
de classement comparée a la méthode Best Rule (BR)(sachant que les méthodes BR et
WV sont comparables).

La figure 4.7 montre la moyenne des précision, rappel et f-mesure sur les 20 profils
d’utilisateur, en utilisant soit la méthode Best Rule (BR) ou la méthode Range Voting
(RV). La premiére observation importante est que la précision est toujours restée assez
élevée, i.e. plus grande que la précision obtenue en utilisant SVMRANK. Par contre, si le
rappel décroit fortement avec la méthode BR (quand k augmente), ce n’est plus le cas
avec la méthode RV'.

En effet, avec une valeur du seuil d’accord k plus petite que 2000, le rappel reste
toujours plus grand que le rappel obtenu en utilisant SVMRANK. Ces résultats sont
trés importants; ils montrent que méme avec un petit profil (avec k& = 2000, le nombre
de régles de préférences dans le profil est plus petit que 30, cf. figure 4.4), la qualité
prédictive (a la fois, la précision et rappel) obtenue est trés élevée.

Finalement, la figure 4.9 montre la différence de précision, de rappel et de f-mesure
en utilisant soit les stratégies Best Rule (BR) ou la stratégie Range Voting (RV). Elle
montre que si la différence de prédiction est en faveur de la stratégie BR quand k

augmente, la différence de rappel et de f~-mesure soulignent 'intérét de la stratégie du RV'.

4.4.3 Range Voting versus Order-by-pref

Dans [CS599], les auteurs introduisent une nouvelle méthode, intitulée ORDER-BY-
PREF (OBP), pour construire un ordre total qui est en accord au mieux avec la relation de
préférence apprise. Cela signifie que cette méthode peut étre utilisée comme une stratégie
de classement en se basant sur la stratégie de classement de Best Rule. Ainsi, dans cette

sous-section, nous comparons la qualité de prédiction des stratégies RV et OBP.

La Figure 4.8montre la moyenne de la précision, du rappel et de la f-mesure sur les
20 profils utilisateur, en utilisant soit la stratégie du Range Voting (RV) ou la stratégie
ORDER-BY-PREF. Il montre que la stratégie du range voting RV dépasse toujours la
stratégie OBP. Plus précisément, nous pouvons voir que la différence de précision est

toujours en faveur de la stratégie de RV, et que la différence de précision augmente quand
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k augmente, (ce qui veut dire quand la taille du profil utilisateur diminue).

Finalement, nous caractérisons expérimentalement I’ordre >y, induit par les straté-
gies RV ou OBP comparées a la relation de préférence >l1’{ induite par la stratégie BR.
La Figure 4.10 montre le tauz d’accord et le tauw de complétude de >y, en considérant
=o' Le taux d’accord défini dans [CSS99] mesure la proportion de décisions de =%

restant vrai avec >, :

{(t,u) € T x Tt =n; u At =2 u}
{(t,u) € T x Tt =¥ u}|

Agreer (11, >lff) =

Le tauz de complétude mesure la proportion de décisions prise par >y1, parmi les

indécisions de >lff :

{{t,u) € T x Tt =1, u At ~2est u}

Compr (=11, =) =
pr (-, ~1i) {(t,u) € T x Tt ~best u}|

oﬂtwlffs'fuzt%%”u/\u%f{t.

Nous pouvons voir sur la figure 4.10(a) que le le taux d’accord entre les stratégies RV
et BR sont élevés signifiant que >y, corrige I'inconsistance de >lf-f en restant similaire
avec >If}". De plus, la performance de la stratégie du RV est similaire a la performance
de OBP. D’autre part, le tauz de complétude affiché par la figure 4.10(b) indique que la
stratégie de RV ne conduit pas & un ordre total (qui est, par définition, le cas avec la

stratégie OBP), mais ce taux est toujours plus grand que 0.8.

En d’autre termes, en utilisant la stratégie du RV, I'ordre >p7,. est moins éparse que
la relation de préférence >—IH’. Plus précisément, le nombre d’indécisions est plus grand

quand la taille du profil utilisateur est faible.

4.5 Conclusion

Dans ce chapitre, nous avons présenté les expérimentations effectuées pour vali-
der notre approche. Nous avons testé les performances des algorithmes développés
pour construire les profils utilisateur a savoir : les algorithmes CONTPREFMINER et
PROFMINER. Nous avons également testé les trois méthodes de prédiction que nous

avons développées.

Les expérimentations ont montré CONTPREFMINER utilise plus la contrainte de sup-
port pour élaguer les régles de préférences contextuelles, tandis que la contrainte de
confiance influe peu sur le temps d’extraction des régles de préférence contextuelles.

Les expérimentations effectuées sur PROFMINER montrent que les profils construits sont
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facilement compréhensibles par 'utilisateur. Elles montrent aussi que le seuil d’accord
k permet d’avoir des profils aussi concis que désiré. Ces expérimentations ont montré

également 'importance d’utiliser les contextes dans le but d’avoir des profils consistants.

Les expérimentations sur les méthodes de prédiction associées au profil extraits,
montrent que le profil conduit & une bonne qualité de prédiction : la précision est tou-
jours élevée pour les trois méthodes de classements, tandis que pour la méthode Best Rule
(BR) et Weighted Voting (WV), le rappel dépend du nombre de régles dans le profil.
Les expérimentations effectuées sur le Range Voting (RV) ont montré que cette méthode
de prédiction amorti la chute du rappel ce qui montre qu’avec le Range Voting , on peut
avoir peu de régles dans le profil et avoir une bonne qualité de prédiction.

Nous avons également comparé la qualité de prédiction de notre approche avec deux
méthodes de l'état de l'art & savoir la méthode OBP [CS599] et SVMRANK [Joa02]
montrant que la qualité de prédiction de notre approche peut concurrencer certaines
méthodes de I'état de I'art.
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Conclusion

Dans le chapitre 3, nous avons présenté nos contributions a savoir : une approche a
deux phases pour 'extraction des régles de préférences contextuelles et la construction
du profil utilisateur. Nous avons également présenté les méthodes de prédiction que nous
avons proposées.

Les expérimentations présentés dans la chapitre 4 montrent l'efficacité de notre ap-
proches : les profils construits peuvent étre aussi concis que désirés, ils sont aussi fa-
cilement interprétables et ont une bonne qualité de prédiction.

Les expérimentations ont montré que la qualité de prédiction de nos profils peuvent ri-
valiser avec certaines méthodes de I’état de l'art : SVMrank [Joa02| et OrderbyPref

[CSS99]
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Conclusion générale et perspectives

Dans le cadre de cette thése, nous nous sommes intéressés a la construction de pro-
fil utilisateur en se basant sur ses préférences. Nous avons également défini quelques
méthodes de prédictions utilisant le profil construit (cf. chapitre 3). Les méthodes de
prédictions proposées permettent de prédire les futures préférences de I'utilisateur en se

basant sur les préférences antérieures de ce dernier (cf. section 3.1).

L’ état de D’art, sur les méthodes de découverte de préférences, que nous avons effectué
a montré les limites des approches présentées (cf. chapitre 2). Les limites que nous avons
décelées sont notamment, pour les approches quantitatives, la difficulté pour I'utilisateur
de comprendre le modeéle construit [Joa06, FISS03, X107, BSR "05]. Tandis que pour cer-
taines approches qualitatives, les auteurs ne considérent pas les préférences contextuelles

[HEK03, Jea08], d’autres ne peuvent pas travailler sur des données bruitées [CKL T 10].

Nous avons proposé dans cette thése, une approche qualitative permettant de
construire un profil utilisateur lisible et facilement compréhensible par 'utilisateur. Nous
avons également proposé trois méthodes de prédiction montrant que le modéle construit
permet d’avoir une bonne qualité de prédiction.

Dans la suite, nous présentons un bilan des travaux que nous avons effectués ainsi que

quelques perspectives.

Bilan

Algorithme d’extraction de preferences Comme nous ’avons exprimé précédem-
ment, pour construire le modéle de préférences, nous avons utilisé une approche a deux
phases. La premiére phase constitue la phase d’extraction des régles de préférences contex-
tuelles. Pour extraire ces régles de préférences, nous avons proposé un algorithme en
profondeur inspiré d’Eclat [Zak00] nommé CONTPREFMINER. Le but cet algorithme est
d’extraire toutes les régles de préférences contextuelles minimales satisfaisant un seuil

minimum de support et un seuil minimum de confiance fixé.
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Algorithme de construction de profil Pour la seconde phase de notre approche,
nous avons proposé un algorithme nommé PROFMINER permettant de construire un pro-
fil utilisateur. Aprés la premiére phase (phase d’extraction des régles de préférences), une
seconde phase est nécessaire pour éliminer les régles de préférences redondantes et super-
flues. Notre algorithme pour construire le profil utilisateur est inspiré de CBA [LHNM98].
Le but de 'algorithme est de construire un profil utilisateur concis et consistant & par-
tir de I’ensemble des régles de préférences contextuelles extraites. L’algorithme proposé
suit une approche heuristique étant donnée que le probléme de la construction du profil

utilisateur est NP-complet (cf. Probléme 3).

Des profils de qualité Les profils que nous construisons sont facilement interpré-
tables puisque nous avons utilisé des régles de préférences (cf. table 4.3 et table 4.4).
Le seuil d’accord K que nous avons introduit permet de gérer la taille du profil, ainsi
nous pouvons avoir un profil aussi concis que désiré. Malgré la concision des profils que
nous construisons, les expérimentations ont montré que ces profils permettent d’avoir

une bonne qualité de prédiction (cf. chapitre 4).

Méthodes d’utilisation du profil Nous avons développé trois méthodes de prédiction
montrant que notre modéle permet d’avoir une bonne qualité de prédiction. Les méthodes
prédictives que nous avons développées sont les méthodes Best-rule, Weighted Voting
et RangeVoting (cf. section 3.1). Les expérimentations que nous avons effectuées, avec
ces méthodes prédictives, montent que les performances obtenues peuvent rivaliser avec
SVMrank [Joa06] (cf. chapitre 4).

Un prototype pour les expériences Nous avons développé un prototype permettant
d’extraire des régles de préférences contextuelles et de construire des profils utilisateur (cf.
Annexe B). L’implémentation permet d’afficher plusieurs informations au niveau de la
premiére phase (phase d’extraction de toutes les régles de préférences). Ces informations
sont entre autres, le support moyen des régles extraites ainsi que la taille moyenne des
contextes des régles de préférence extraites.

Au niveau de la deuxiéme phase (phase de construction du profil), 'implémentation
affiche la taille moyenne du profil (le nombre de régles de préférence contextuelle) ainsi
que les mesures permettant d’évaluer la qualité de prédiction du profil construit (i.e

précision, rappel et f-mesure ...).

Une validation solide Nous avons proposé une série d’expérimentations permettant

de valider notre approche (cf. chapitre 4). Ces expérimentations permettent de valider
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les propositions que nous avons effectuées dans cette thése. Les expérimentations effec-
tuées sur 'algorithme CONTPREFMINER concernent la quantité des régles extraites en
fonction des contraintes de support et de confiances (cf. section 4.2). Tandis que les expé-
rimentations que nous avons effectuées sur PROFMINER concernent la concision du profil
et l'intelligibilité du profil (cf. section 4.3). Nous avons également effectué des expéri-
mentations pour évaluer la qualité de prédiction des stratégies de classement que nous
avons développées (cf. section 1.1). Ces expérimentations montrent que les stratégies de
classement proposées fournissent une bonne qualité de prédiction. Nous avons constaté
également que les performances de la méthode range voting peuvent rivaliser avec les
performances de SVMRANK [Joa02].
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Troisiéme partie

Annexes
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Annexe A

Pré-traitement

Nous présentons dans cette partie les pré-traitements que nous avons effectuées pour
obtenir des données utilisables par notre prototype. Cette partie est organisée de la fagon
suivante : Dans la partie Introduction A.1, nous présentons le format de données que nous
voulons obtenir. Dans la section A.2, nous présentons le code de création de la base de
données sur laquelle nous travaillons. Dans la section A.3, nous présentons les différentes

étapes de la phase de pré-traitement.

A.1 Introduction

Les données sur lesquelles nous travaillons contiennent des informations sur des films et
sont stockées dans une base de données relationnelle sous forme attribut valeur. Notre
objectif est de les transformer pour obtenir des données, ayant le format de SVMRANK,
que nous utiliserons comme entrée de notre algorithme. Le format d’une ligne d’un fichier
SVMRANK est le suivant :

<target> qid :<qid> <feature> :<value> <feature> :<value> ... <feature> :<value> .

<target> .=. <float> représente le score affecté a I'objet.

<qid> .=. <positive integer> représente l'identifiant de 'utilisateur qui a noté l'objet.

<feature> .=. <positive integer> représente un nombre qui correspond & la valeur d’un
attribut.
<value> .=. <float> est une valeur qui permet de vérifier la présence ol I’absence de la

valeur d’un attribut dans un objet, cette valeur prends 1 ou 0.

Chaque ligne représente un objet, un score affecté a ’objet, un identifiant d’un utili-
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sateur et une liste d’attributs (nombre : 0 ou 1). 0 signifie que la valeur de 'attribut ne
fait pas parti de cet objet (ou insatisfait). 1 signifie que la valeur de I'attribut fait parti
de cet objet (ou satisfait).

La ligne suivante représente un objet noté par l'utilisateur 3781, la note attribuée a 1’ob-
jet est 3; l'objet contient 15 valeurs d’attributs (dont 5 satisfaits pour cet objet). Les

attributs satisfaits sont ceux qui sont suivis par un 1 aprés les deux points.
3qid:37811:02:03:04:07:18:19:110:111:112:013:014:016:017:018:0

Il est & noter que les lignes contiennent le méme nombre d’attributs.

A.2 Présentation de la base de données

Voici le code SQL que nous avons utilisé pour construire les tables de la base de données.

CREATE TABLE ‘mpmovies‘ (

ID* int(11) NOT NULL,

‘Title* varchar(256) DEFAULT NULL,
‘Year‘ varchar(8) DEFAULT NULL,

‘Colors‘ varchar(128) DEFAULT NULL,
‘Genre’ varchar(128) DEFAULT NULL,
‘Countries‘ varchar(128) DEFAULT NULL,
‘Languages‘ varchar(128) DEFAULT NULL,
‘Companies‘ varchar(512) DEFAULT NULL,
‘Producers‘ varchar(512) DEFAULT NULL,
‘Directors‘ varchar(512) DEFAULT NULL,
‘Actors‘ varchar(512) DEFAULT NULL,
‘Actresses’ varchar(512) DEFAULT NULL,
PRIMARY KEY (‘IDf)

) ENGINE=InnoDB DEFAULT CHARSET=ut{8$$

CREATE TABLE ‘mpratings‘ (

‘User* int(11) NOT NULL,

‘Movie* int(11) NOT NULL,

‘Rating* int(11) DEFAULT NULL,

‘Timestamp‘ int(11) DEFAULT NULL,

PRIMARY KEY (‘User‘,'Movie*)

) ENGINE=InnoDB DEFAULT CHARSET=ut{8$$
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CREATE TABLE ‘mpusers‘ (

ID* int(11) NOT NULL,

‘Gender* varchar(1) DEFAULT NULL,

‘Age‘ varchar(5) DEFAULT NULL,

‘occupation’ varchar(64) DEFAULT NULL,
PRIMARY KEY (‘ID¢)

) ENGINE=InnoDB DEFAULT CHARSET=ut{8$$

On constate ainsi que la base de données contient trois tables :
— Une table nommée mpusers qui contient des informations sur les utilisateurs,
— Une table mpmovies qui contient des informations sur les films,

— Une table mpratings qui contient les notes attribuées aux films par les utilisateurs

Autres caractéristiques de la base :

— Nombre d’utilisateurs : 6040
— Nombre de films : 3881
— Nombre de films notés : 3704
La figure A.1 représente le nombre de notes en fonction des utilisateurs.
On constate sur cette figure que 3095 utilisateurs ont regardé entre 1 et 100 films, 22

utilisateurs ont regardé entre 900 et 1000 films . ..

A.3 Pré-traitement des données

Dans cette section, nous montrons les pré-traitements que nous avons effectués pour
obtenir des données que nous pouvons manipuler avec notre algorithme.
Nous rappelons que l'objectif de ce pré-traitement est d’avoir des données qui ont le
format de SVMRANK. Pour cela, un ensemble de scripts a été développé pour arriver
a cet objectif. Nous allons ainsi décrire toutes les étapes du pré-traitement : de la base
de données jusqu’a I'obtention des fichiers au format SVMRANK. Nous allons principa-

lement montrer les étapes suivantes :

— Exporter les données des trois tables citées plus haut vers un fichier texte nommé
"movpref.txt".
— Transformer les données du fichier "movpref.txt" pour pouvoir associer & chaque

valeur d’un attribut, un nombre entier positif.
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A la fin de ce pré-traitement, nous obtenons deux fichiers, nommées : "mov-
pref.bin.txt" et "movpref.map.txt". Chaque ligne du fichier "movpref.bin.txt"
contient un objet dont les valeurs des attributs sont représentées par des nombres
entiers, tandis que le fichier "movpref.map.txt" contient le dictionnaire qui as-
socie a chaque nombre, la valeur de l'attribut correspondant.

— En fin, les données au format SVMRANK sont obtenues a partir du fichier "mov-

pref.bin.txt"grace a un script python.

Pour illustrer les résultats du pré-traitement, nous allons utiliser les résultats obtenus sur

I'utilisateur 21.

A.3.1 Exporter les données

./mp-export.php >movpref.txt.

Cette commande permet d’exporter les données depuis la base de données "mov-
pref" vers un fichier texte. Lors de I'exportation des données,une jointure des trois
tables(mpusers, mpmovies et mpratings) est effectuée.La table temporaire que je nomme
"UserMovRat" (qui est la table résultante de la jointure des trois tables) contient les
attributs 11 attributs,les attributs sont les suivants :

UserMovRat(User, Timestamp,Movies,Rating, Title, Year,Colors,Genre,Countries, Languages,
Companies,Producers,Directors,Actors,Actress).

Voici un extrait du fichier "movpref.txt", il contient le résultat de la jointure des trois
tables.

(certains attributs sont représenté sous formes de nombres). (mettre les attributs

manuellement expliquer le format)

[USR|21 |[Time|978138933 [MOV]585 [RAT| 3 [|Brady Bunch Movie, The (1995)
1990s Color |GEN|Comedy United States [LAN]English [COM|Paramount Pictures
[PRO|Kirkpatrick, David (I) [PRO]|Schwartz, Lloyd J. [PRO]|Schwartz, Sherwood
[DIR|Thomas, Betty (I) [ACT]Cole, Gary (I) [ACT|Barnes, Christopher Daniel
[ACT|Sutera, Paul [ACT|Long, Shelley [ACT|Taylor, Christine (I) [ACT|Cox, Jennifer
Elise.

On constate que certaines valeurs d’attributs sont préfixées par une abréviation
du nom de lattribut correspondante.Par exemple [GEN| correspond a lattribut
genre,|[LAN] correspond a lattribut Languages. Par contre on constate que les valeurs

des attributs User,Timestamp,Movies,Rating,Title et Year ne sont pas préfixées
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par leur nom d’attributs respectifs.

Cette ligne représente un film noté par I'utilisateur 21.0n constate que les attributs
Producers ici abrégé [PROJet Acteurs(JACT]) sont multivalués, on peut lire entre autre
sur cette ligne que le film est produit par :

— Kirkpatrick, David (I)

— Schwartz, Lloyd J.

— Schwartz, Sherwood
Les acteurs de ce film sont :

— Cole, Gary (I)

— Barnes, Christopher Daniel

— Sutera, Paul

— Long, Shelley

— Taylor, Christine (I)

— Cox, Jennifer Elise.

A.3.2 itemization

(expliquer La remarque) ./mp-itemize.py movpref<movpref.txt.

Cette commande permet de créer les fichiers "movpref.bin.txt" et "movpref.map.txt"
cités plus haut. Etant donnée la jointure des trois tables de la base de données,chaque
ligne du fichier "movpref.bin.txt" contient au moins 11 items; puisque certains attri-
buts sont multivalués, le nombre d’items de chaque ligne du fichier dépasse trés souvent
11 items.Lors du pré-traitement toutes les valeurs d’un attribut seront prise en compte.
Chaque ligne du fichier "movpref.bin.txt"contient un objet qui est représenté par des
nombres qui correspondent aux valeurs des attributs de cet objet. Voici une ligne du

fichier "movpref.bin.txt" :
21978138933 585 3 7916 2 343 78 29 2889 7917 7918 1581 7919 7920 7921 5291 4326 7922.

Chaque ligne de ce fichier représente un film noté par un utilisateur, la premiére valeur
de chaque ligne représente 'identifiant de I'utilisateur qui a noté le film. Par exemple la
valeur 21 sur la ligne précédente signifie que c’est 'utilisateur 21 qui a regardé le film.

En regardant le fichier movpref.map.txt, on constate les correspondances suivantes :

7916 Brady Bunch Movie, The (1995)
2 1990s
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3 Color

43 [GEN]|Comedy

7 United States

8 [LAN|English

29 [COM]Paramount Pictures
2889 [PROJKirkpatrick, David (I)
7917 [PRO|Schwartz, Lloyd J.
7918 [PRO|Schwartz, Sherwood
1581 [DIR|Thomas, Betty (I)
7919 [ACT|Cole, Gary (I)

7920 [ACT|Barnes, Christopher Daniel
7921 [ACT|Sutera, Paul

5291 [ACT]|Long, Shelley

4326 [ACT|Taylor, Christine (I)
7922 [ACT]|Cox, Jennifer Elise

il est & rappeler que le fichier "movpref.map.txt" est un dictionnaire, il a le format
suivant : numeroitem valeurattribut.

numeroitem correspond & un nombre qu’on associe & la valeur d’un attribut de la base
de données.

valeurattribut correspond & une chaine de caractére quelconque. Par exemple la valeur

43 est associée a attribut Genre="Comedy".

A.3.3 Format SVMrank

./mp-svmrank.py 21 < movpref.bin.txt

Cette commande permet de créer un fichier au format SVMrank pour l'utilisateur
21. Chaque ligne représente un film regardé par un utilisateur, un score affecté au film,
un identifiant d’un utilisateur et une liste d’attributs(Nombre :0 ou 1). La ligne ci
dessous représente un film noté par l'utilisateur 21, la note attribuée au film est 3; le
nombre d’attributs du film est :124(seul 17 attributs sont satisfaits).

3qd:212:13:14:05:06:07:18:125:0 29 :140 :0 41 :0 42 :0 43 :1
44 :0 45 :0 46 :0 49 :0 51 :0 57 :0 58 :0 94 :0 123 :0 125 :0 127 :0 128 :0 130 :0 160 :0
161 :0 187 :0 193 :0 200 :0 271 :0 289 :0 324 :0 335 :0 346 :0 365 :0 431 :0 476 :0 477 :0
478 :0 479 :0 480 :0 481 :0 489 :0 626 :0 669 :0 694 :0 746 :0 778 :0 810 :0 890 :0 939 :0
1080 :0 1214 :0 1258 :0 1296 :0 1297 :0 1298 :0 1301 :0 1318 :0 1341 :0 1375 :0 1376 :0
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1400 :0 1422 :0 1581 :1 1648 :0 1917 :0 1920 :0 2085 :0 2287 :0 2288 :0 2289 :0 2290 :0
2291 :0 2292 :0 2293 :0 2306 :0 2542 :0 2808 :0 2889 :1 2934 :0 2953 :0 3154 :0 3772 :0
4003 :0 4018 :0 4326 :1 4623 :0 4741 :0 4937 :0 4938 :0 4939 :0 4940 :0 4941 :0 4942 :0
5291 :1 5385 :0 6470 :0 6638 :0 6639 :0 6640 :0 6641 :0 6642 :0 6643 :0 7916 :1 7917 :1
7918 :1 7919 :1 7920 :1 7921 :1 7922 :1 7923 :0 7924 :0 7925 :0 7926 :0 7927 :0 7928 :0
7929 :0 7930 :0 7931 :0 7932 :0 7933 :0

On constate sur cette ligne que le nombre d’attribut dépasse largement 11; en plus
des attributs multivalués ; et étant donnée que chaque ligne doit contenir le méme nombre
d’attributs,chaque ligne représentant un film regardé par un utilisateur va contenir tous
les attributs de tous les films regardé par cet utilisateur.Pour indiquer que la valeur d’un
attribut n’est pas présent dans un objet, on met un Zero aprés la valeur de 'attribut

correspondant tandis que si I'attribut est satisfait, on met un 1 aprés 'attribut.



Annexe B

Documentation ProfMiner

B.1 Overview

Input data Basically PROFMINER takes as input a training database consisting in
objects described by a set of features, plus user preferences over these objects (see option
-1). Two file formats are available (see option -q) : quantitative preferences and pairwise
preferences. Quantitative preferences associate one rating per object as user preference.
Pairwise preferences consist in a list of object pairs where the first object is preferred
to the second one. As pairwise preferences are more expressive than quantitative ones, a
pairwise preference database is automatically generated starting from quantitative pre-

ferences.

Contextual preference rule mining The first stage of PROFMINER is to mine
exhaustively all the relevant contextual preference rules. A contextual preference rule is
of the form it ¢~ | X where X is an itemset, i* and i~ are items not belonging to X.
The left-hand side of a preference rule specifies the choice while the right-hand side is
the context. For instance, D = E | AB means that the context AB leads to choose the
item D to the item FE. Several options allows to define what a relevant rule is using a
minimal support (see -g and -s), a minimal confidence (see -c), a minimaliy (see -a) and

a field (see -f) constraints.

Profile construction The second stage of PROFMINER is to build a user profile. A
profile is a set of preference rules that aims at being concise and sound with respect to

his/her preferences. PROFMINER offers several methods for this construction (see option

-1).
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Test and statistics The efficiency of user profile built by PROFMINER can be eva-
luated by means of a test database (option -T) or by means of a k fold cross-validation
(option -C). In both cases, use -S for reporting many statistics. Note that several methods

for prediction are available by combining -r and -R.

Information about PROFMINER A short help is available with -h while the version
number is obtained with -v. Finally, a verbose mode -V gives a lot of information during

the process.

B.2 Input Data

B.2.1 Pairwise Format

Use -i file.bin file.pref (or —input) to specify file.bin and file.pref as inputs and the
option -q (or —quantitative) must not be used because the default format is the pairwise

one.

Let us recall that pairwise preferences consist in a list of object pairs where the first

object is preferred to the second one. In practice, there are two files :

1. .bin file : each line of the file represents an object (or a transaction). An object is

a list of features/items encoded by numbers.

2. .pref file : each line of the file represents a pair. The first number is the preferred
transaction and the second number is the non-preferred transaction. A number 1

refers to the first transaction of the .bin file.

Note that lines beginning by a # are ignored.

Let us illustrates this file format with a simple example :

cat data/data.bin
data.bin

245

35

2346

345

cat data/data.pref
data.pref

S W

W N =, = H A NP, PP H e
w

S
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B.2.2 Quantitative Format

Use -i file.svim to specify the file file.svm as input and the option -q must be used for

activating the quantitative file format.

The quantitative file format is the format used by SVMrank. More precisely, each
line represents an object with a rating, a user identifier, a list of features (NUMBER :0
or 1). The below line represents an object of the user 3781 with the rating 3 containing
15 features (only 5 features are satisfied for this object).

3 qid:3781 1:0 2:0 3:0 4:0 7:1 8:1 9:1 10:1 11:1 12:0 13:0 14:0 16:0 17:0 18:0

Note that :
— Lines beginning by a # are ignored.

All the lines must have the same features.

— A feature/item is a number.

— Only one user per file.

B.2.3 Dictionary

Use -t file.txt (or —translation) to specify the dictionary file.txt as translation.

A dictionary allows to translate each item by its corresponding translation. Each line
must be formatted as follow :

item_number item_translation

item number corresponds to one item number among those that are listed in the
.bin file if option -q is not used. If the option -q is used (quantitative dataset), the

item number corresponds to a feature number (and not a column number).

item _translation is any string of characters. Note that it is possible to specify a field
name as prefix for item translation with the syntax ATT :val or ATT=val or ATT ;val.

For instance, this is a short excerpt of a dictionary having several fields :

$ head data/dict.txt
GEN:Adventure
GEN:Drama
GEN:History
ACT:Hanks/Tom
ACT:Quinlan/Kathleen
DIR:Howard/Ron (I)
DEC:1990

LAN:English

0 N O O W N
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9 COL:Color
10 GEN:Action

B.3 Contextual Rule Mining

B.3.1 Constraints

There are 4 different notions which are useful for defining constraints :

— Support : the support of a contextual preference rule m which estimates the pro-
bability that 7w agrees with a pair

— Confidence : the confidence of a contextual preference rule m measures the pro-
portion of user preferences in agreement with = among pairs covered by 7

— Minimal : a contextual preference rule i* = i~ | X is minimal iff there is no
contextual preference rule i* =i~ |Y such that ¥ C X with the same support and
the same confidence than i+ =i~ | X

Field constraint : " -4~ | X satisfies the field constraint iff i* and i~ are derived
from a same filed

Use -g (—gamma) to set a minimal absolute frequency threshold or use -s (—support)
to set a minimal support threshold. By default, the minimal absolute frequency threshold

is 1.

Use -¢ (—confidence) to set a minimal confidence threshold. By default, this threshold
is 0.5.

By default, PROFMINER mines only contextual preference rules that are minimal.
Use -a (—all) to mine all the contextual preference rules including non-minimal ones. In

fact, the prototype mines all the prefiz-minimal rules instead of minimal ones.

Use -f (—field) to restrain the language of contextual preference rules to those having
the choice part based on the same field. Obviously, this option only works when a trans-
lation (option -t) is simultaneously used where the dictionary satisfies a particular syntax

(see above).

B.4 Profile Construction

B.4.1 Primary Ranker for Construction

The construction of the user profile depends on the primary ranker :
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— all-rules and hedge : All the rules are preserved and sorted with respect to the
condifence (descending order), the support (descending order) and the cardinality
(ascending order).

— first-rule k 1 and harmony k I : Note that k£ and [ are two parameters of the approach.
The construction iterates two main principles over the contextual preference rules
returned by the first stage until all user preferences in the database are in agreement
with at least [ preference rule in the profile : (1) select the best contextual preference
rule and (2) remove the unnecessary contextual preference rules (i.e., a rule that
doesn’t cover at least k remaining pairs).

Use -r (-ranker) to select the right primary ranker. By default, the primary ranker is

first-rule 1 1.

B.4.2 User Profile Format

The command bin/profminer -i data/data.bin data/data.pref returns the user profile
built with the default primary ranker i.e., first-rule 1 1 :

$ bin/profminer -i data/data.bin data/data.pref
5>6 11 :05:1
1>3] :0.25 :1
1>51| :0.25 :1

For instance, the first line represents the contextual preference rule item 5> item 6 |
item 1 has a support of 0.5 and a confidence of 1. The two other rules have no context.
Note that the rules are sorted according to the condifence (descending order), the support
(descending order) and the cardinality (ascending order). Finally an arbitrary order is

used for ordering the two last rules.

B.5 Prediction

B.5.1 Primary Ranker

— all-rules and first-rule : The best rule that matches a pair of transactions/objects
is used for predicting the preferred and the non-preferred transactions.

— harmony : Each rule that matches a pair of transactions/objects adds its confidence
to its preferred transaction. Finally, the transaction having the highest sum is the

preferred transaction.

Let us recall that -r (—ranker) allows to select the desired primary ranker.
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B.5.2 Secondary Ranker

Use -R (—Ranker) to select the desired secondary ranker. A secondary ranker is a
ranker that benefits from antoher ranker (named primary ranker) for making decision.

by default, the range voting is used.

— none : No secondary ranker is used. With this option, all the predictions are based
on the primary ranker.

— range-voting (default option) : A range voting is organised for electing the best
transaction where the voters are all the transactions to order.

— order-by-pref : This argument implements the Learning to order thing method.

B.6 Test

B.6.1 Simple Test File

Use -T (—test) to specify a pairwise dataset (two files, if -q is not used) or a quanti-
tative dataset (one file, if -q is used) for evaluating the model trained from the file(s) by

means of -i.

B.6.2 Cross-Validation

Use -C k (—cross-validation) (where k is number) to perform a k fold cross-validation

over the file(s) by means of -i. If k is omitted, then 10 fold are used.

B.7 Statistics

Use -S (—statistics) to compute and print statistics. By default, there is no statistic.

The statistic report is divided into at most 4 parts (depending on the other options)
as illustrated below. Note that all the measures obtained from the different folds are

averaged for taking into account cross-validation (option -C).

1. Taining data (Lines 5-8, below) : it gives information about input data. More
precisely, the number of instances (two instances for one pair) and the number of

distinct instances are indicated.

2. Phase 1 : Contextual preference extraction (Lines 11-20) : it summarizes
the mining step by reporting parameters (minimal support and minimal confidence
threshols) and the size of data (the number of preference pairs). The second part

shows the number of mined contextual preference rules. It also gives the average
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length of contexts, the average support and the average confidence of the whole

collection.

Phase 2 : Profile construction (Lines 23-30) : This part provides information
about the construction of the user profile. It first recalls what is the primary ranker
(with its parameters). After, the size of the profile is given. In the same way as for

the mining step, the average length, support and confidence are reported.

Test (if -T or -C) (Lines 33-51) : A first part displays information about inputs :
the secondary ranker (if none, the primary ranker indicated above is used), the
number of folds (only one 1 if -T) and the number of (distinct) intances of test file.
Then, there are different measures for evaluating the quality of the model :

— If there is a secondary ranker, the agreement measures its agreement rate with
the primary ranker. The completeness indicates the percentage of pairs that are
ordered.

— The classical recall, precision and F-measure are then given.

— Finally, the accuracy is the percentage of right predictions of the model as recall.
But, when the model can’t make a decision, it chooses randomly. Note that the
accuracy is always greater than the recall and then, it is the right measure for
comparing PROFMINER to another.

— Total time gives the execution time.

$ bin/profminer -q -i data/data3568.svm -s 0.01 -S -C

© 00 N O O b W NN = O

[ S = S S S S = T
0 N O 0o b W NN = O
H OHF OH OHF OH OH O HF OH OHF OH OH =

H* O H #®

H #®

Average number of Training instances: 4735.6

Average number of distinct Training instances: 165.2

Phase 1: Contextual preference extraction
Minimal support: 0.01
Minimal confidence: 0.5

Average number of preference pairs: 2367.8

Average number of contextual preferences: 1285.2
Average length: 0.800809
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19 # Average support: 0.0265759

20 # Average confidence: 0.819697
21 #

22 #

23 # Phase 2: Profile construction
24 # -
25 # Primary ranker: first-rule 1 1

26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
a7
48
49
50
51

Average size of profile: 301.3
Average length: 0.594092
Average support: 0.0217645
Average confidence: 0.861763

Test

Secondary ranker: range-voting

Number of folds: 10

Average number of test instances: 38.4

Average number of distinct test instances: 14.8

Average agreement: 0.938527
Average completeness: 0.185635
Average answer: 0.932408

Average precision: 0.629365
Average recall: 0.629365

Average F-measure: 0.629365

Average accuracy: 0.629365

H OH H OH H OH OH OH OH OH OH OH OH OH OH OH OH OH OH OHE OH K OHE OH OH HE H

Total time: 14.87

B.8 Command Line Helps

B.8.1 Verbose Mode

Use -V (or —verbose) to activate the verbose mode.

— -V 0 (default) : verbose mode disabled

— -V 1 or -V : light verbose mode activated that indicates each stage
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— -V 2 : medium verbose mode activated that gives more information during the test
stage (precision, recall and accuracy for each fold)

— -V 3 : heavy verbose mode activated that fills the screen with a progress bar

B.8.2 Short Help

Use -h (or ~help) for returning a brief help of PROFMINER

$ bin/profminer -h
Use: profminer -i <FILE> ... [OPTION]
Prof. Miner mines a profile of contextual preferences

Example: profminer -i dataset.bin dataset.pref

Options:
-h, --help give this message
-v, --version give the version number
-i, --input <FILE> ... binary dataset and preference pairs to mine
-q, --quantitative quantitative dataset (SVM rank format)
-0, --output <FILE> output of profile (=cout)
-g, --gamma <NUMBER> minimal absolute frequency threshold (=1 or -s)
-s, --support <[0,1]> minimal support threshold (=1/|D| or -g)
-c, --confidence <[0,1]> minimal confidence threshold (= 0.5)
-r, --ranker <NAME> ... primary ranker (= first-rule 1 1)
-R, --Ranker <NAME> secondary ranker (= range-voting)
-a, --all mine all the preference rules (even non-minimal ones)
-V, --verbose ... verbose mode (= 1)
-C, --cross-validation ... perform a cross-validation (= 10)
-T, --test <FILE> ... predict preferences on test file
-S, --statistics show the statistics
-f, --field item+ and item- come from the same field
-t, --translation <FILE> translation of items

Report bug to <arnaud.soulet@univ-tours.fr>.

B.8.3 Version number

Use -v (or —version) for returning the version number of PROFMINER

$ bin/profminer -v

profminer 0.0.7
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Annexe C

Tableaux Résultats

C.1 Protocol Expérimental

Ces expérimentations ont pour premier objectif de montrer ’avantage du range-voting
par rapport & la méthode sans range-voting et pour second objectif de comparer les perfor-
mances obtenues par ProfMiner & celles obtenus par SVMRank sur les mémes données.Les
tests sont effectués sur 20 fichiers (voir tableaul)avec une validation croisée stratifiée de
5 blocs. Les tests sur ProfMiner sont effectués avec range-voting et sans range-voting en

faisant varier le seuil d’accord K de 1 & 3500 en fixant minsupp & 0.006 et minconf & 0.75.

Le tableaul contient les caractéristiques des fichiers sur lesquels les expérimentations
ont été effectuées :a savoir le nombre de films, le nombre d’attributs et le nombre de
préférences utilisateurs. Le tableau 2 contient les résultats obtenus avec SVM _Rank en
faisant varier le paramétre C. On constate sur ce tableau qu’en moyenne la performance
maximale pour SVMRank est obtenue avec C=0.001(voir tableau2 derniére ligne, seconde

colonne).

Les tableaux 3 et 4 contiennent (pour chaque seuil d’accord K)les moyennes des per-
formances obtenues avec ProfMiner sur les 20 utilisateurs. Ces résultats sont utilisés pour
tracer les courbes de la figure 1 .La figure 1(a) représente la précision (avec et sans range-
voting)en fonction du seuil d’accord.Sur la figurel(b) nous avons le rappel(avec et sans
range-voting) en fonction du seuil d’accord K ; on constate sur cette figure que la rappel
sans range voting dépend fortement de la taille du profil.( on constate une décroissance
forte du rappel sans range voting lorsque le seuil d’accord augmente),tandis qu’avec le
range voting méme avec un seuil d’accord K élevé(une forte réduction du nombre de

régles dans le profil) on parvient qu’en méme a avoir un rappel intéressant(rappel supé-
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rieur & 60%). La figure 1(c) montre I'accuracy(avec et sans range voting ) en fonction du

seuil d’accord K.

La figure 1(d) représente la différence performances entre ProfMiner et SVMrank.Cette
différence représente la variation de I’accuracy obtenue avec rangeVoting en fonction du
seuil d’accord K auquel on retranche la moyenne des précisions obtenues avec SVMrank
pour C=0.001.I1 est a rappeler que c’est avec C=0.001 qu’on obtient la meilleure moyenne
des précisions avec SVMrank.On constate sur cette figure,méme aprés une forte réduc-
tion du nombre de régles dans le profil(K=2500, ce qui représente une réduction de plus
de 95% de la taille du profil) on obtient une accuracy qui est meilleure que la meilleure
performance moyenne obtenue avec SVMrank :1a courbe différence entre K=1 et K=2500
est au dessus de la ligne Zero.

La figure 2 représente la taille moyenne du profile(figure (a)) et la taille moyenne des
contextes des régles(figures 2(b)). On constate qu’en augmentant le taux de réduction
des régles, la taille du profile diminue considerablement. La remarque le plus importante
a faire pour ces expérimentations est : méme avec un seuil d’accord trés grand K=2500(ce
qui représente une forte réduction du nombre de régles dans le profile) on obtient non
seulement de bonnes performances en terme de précision, de rappel et d’accuracy mais en
plus notre accuracy est meilleure que la meilleure performance de SVMrank (voir figure

1(d)). Il est & constater qu’avec K=2500, nous avons moins de 10 régles dans le profile.
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Fichier nbfilms | features | nbPref
user850 504 4646 90740
userb5H55 505 4074 97979
user1701 509 4515 87919
userb5317 513 4477 89989
user438 520 4193 98762
user48 541 4232 93365
user1125 544 4391 110026
user1496 551 4622 109650
userd867 552 4640 97860
user4411 953 4626 111208
user3942 559 4569 119600
user5107 564 4843 116700
userb33 565 4468 122757
user3884 571 4893 124974
user148 582 4591 120291
user4054 583 4854 117342
user123 o84 4491 111993
userb5682 588 4492 127827
user692 991 4611 111754
userd11 597 4939 129933

TABLE C.1 — Caractéristique des fichiers
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Svm_rank precision

C=0.001 C=0.003 C=0.005 C=0.01 C=10 C=20 C=30
user850 0.6740046 | 0.678051 0.67346114 | 0.6723714 | 0.6723714 | 0.6723714 | 0.6723714
userb555 0.6765933 | 0.6766862 | 0.67679065 | 0.67724967 | 0.67724967 | 0.67724967 | 0.67724967
user1701 0.6902069 | 0.68907905 | 0.6909035 | 0.6909035 | 0.6909035 | 0.6909035 | 0.6909035
userb317 0.62154907 | 0.62021625 | 0.6153168 | 0.6157626 | 0.6157626 | 0.6157626 | 0.6157626
user438 0.69177425 | 0.6913567 | 0.6925172 | 0.6925172 | 0.6925172 | 0.6925172 | 0.6925172
user48 0.7408855 | 0.7406841 | 0.7406841 | 0.7406841 | 0.7406841 | 0.7406841 | 0.7406841
user1125 0.6039489 | 0.5939 0.5922311 | 0.59173 0.59173 0.59173 0.59173
user1496 0.6223698 | 0.62467486 | 0.62494844 | 0.62421507 | 0.62421507 | 0.62421507 | 0.62421507
user4867 0.6275599 | 0.62711656 | 0.62665296 | 0.62665296 | 0.62665296 | 0.62665296 | 0.62665296
user4411 0.69377595 | 0.6894458 | 0.68974584 | 0.689968 0.689968 0.689968 0.689968
user3942 0.70216125 | 0.7006396 | 0.7002262 | 0.7003093 | 0.7003093 | 0.7003093 | 0.7003093
user5107 0.6983542 | 0.69634783 | 0.69578296 | 0.69578296 | 0.69578296 | 0.69578296 | 0.69578296
userb33 0.6569757 | 0.6522415 | 0.6508527 | 0.6510156 | 0.6510156 | 0.6510156 | 0.6510156
user3884 0.6634143 | 0.664092 0.66401035 | 0.66433054 | 0.66433054 | 0.66433054 | 0.66433054
user148 0.60271114 | 0.60153294 | 0.60094434 | 0.59878165 | 0.59878165 | 0.59878165 | 0.59878165
user4054 0.6252003 | 0.6269011 | 0.62866026 | 0.6283688 | 0.6283688 | 0.6283688 | 0.6283688
user123 0.693036 0.695398 0.69499886 | 0.69499886 | 0.69499886 | 0.69499886 | 0.69499886
user5682 0.6376245 | 0.63706267 | 0.6345359 | 0.63378483 | 0.63378483 | 0.63378483 | 0.63378483
user692 0.7095787 | 0.70899624 | 0.70895725 | 0.7060044 | 0.7060044 | 0.7060044 | 0.7060044
user411 0.6277881 | 0.63012034 | 0.6304206 | 0.6304206 | 0.6304206 | 0.6304206 | 0.6304206
Moyenne 0.66297567 | 0.66222715 | 0.6616321 | 0.6612926 | 0.6612926 | 0.6612926 | 0.6612926

TABLE C.2 - SVM _Rank validation croisée




C.1 ProToCOL EXPERIMENTAL

K Sans range-voting
RED Precision Rappel F-mesure Accuracy
1 0.0 0.7002377 | 0.5362373 | 0.6035842 | 0.6544236
250 | 0.54848427 | 0.7104238 | 0.51846683 | 0.59549546 | 0.6543097
500 | 0.69686246 | 0.7163671 | 0.48695284 | 0.5754024 | 0.6472591
750 | 0.7879543 | 0.7251226 | 0.45817095 | 0.5560237 | 0.64226586
1000 | 0.84798735 | 0.7310912 | 0.42980736 | 0.53426725 | 0.63610584
1250 | 0.8873275 | 0.7357913 | 0.40494338 | 0.5139359 | 0.62996733
1500 | 0.9131503 | 0.73848253 | 0.3820935 | 0.49347454 | 0.6237418
1750 | 0.93041945 | 0.7444829 | 0.35621566 | 0.47046095 | 0.6166519
2000 | 0.9426996 | 0.74533385 | 0.3378804 | 0.4527553 | 0.6109098
2250 | 0.95301133 | 0.75230443 | 0.32221618 | 0.4376832 | 0.6071441
2500 | 0.95974123 | 0.75604904 | 0.30842814 | 0.4233831 | 0.60303694
3000 | 0.96968174 | 0.7572673 | 0.28479436 | 0.39766973 | 0.5945041
3250 | 0.9746207 | 0.7574098 | 0.26625314 | 0.37701356 | 0.5886715
3500 | 0.97760886 | 0.7612792 | 0.2596336 | 0.3692918 | 0.58703727
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TABLE C.3 — Moyenne des performances sans range voting pour minsupp=0.006 et min-

conf =0.75
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CHAPITRE C :

TABLEAUX RESULTATS

K Avec range-voting
RED Precision Rappel F-mesure Accuracy
1 0.0 0.67770797 | 0.6767169 | 0.6772118 | 0.67737114
250 | 0.54848427 | 0.68221104 | 0.6808968 0.681553 0.6817756
500 | 0.69686246 | 0.68247265 | 0.6804007 | 0.6814343 | 0.68177503
750 | 0.7879543 0.683727 0.6800097 | 0.6818611 | 0.68253016
1000 | 0.84798735 | 0.68323386 | 0.6768844 0.680034 0.6814676
1250 | 0.8873275 | 0.6797558 | 0.6706894 | 0.6751777 | 0.67737544
1500 | 0.9131503 | 0.67853844 | 0.66577923 | 0.67206454 | 0.67537534
1750 | 0.93041945 | 0.67737496 | 0.66004336 | 0.66853255 | 0.6731392
2000 | 0.9426996 0.675652 | 0.65179616 | 0.66339076 | 0.6698657
2250 | 0.95301133 | 0.67287517 | 0.64327514 | 0.6575482 | 0.6657926
2500 | 0.95974123 | 0.67540586 | 0.637821 0.6556642 | 0.66617626
3000 | 0.96968174 | 0.67466724 | 0.62128806 | 0.64586765 | 0.6616302
3250 | 0.9746207 | 0.6765657 | 0.6052353 | 0.6364436 | 0.65856045
3500 | 0.97760886 | 0.6813756 | 0.6000158 | 0.63532877 | 0.66021997

TABLE C.4 — Moyenne des performances avec range voting pour minsupp=0.006 et min-

conf =0.75
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Résumé :

L’utilisation de préférences suscite un intérét croissant pour personnaliser des réponses aux requétes et ef-
fectuer des recommandations ciblées. Pourtant, la construction manuelle de profils de préférences reste a la fois
complexe et consommatrice de temps. Dans ce contexte, nous présentons dans cette thése une nouvelle méthode

automatique d’extraction de préférences basée sur des techniques de fouille de données.

L’approche que nous proposons est constituée de deux phases : (1) une phase d’extraction de toutes les
régles de préférences contextuelles intéressantes et (2) une phase de construction du profil utilisateur. A la fin
de la premiére phase, nous constatons qu’il y a des régles redondantes voir superflues; la seconde phase permet
d’éliminer les régles superflues afin d’avoir un profil concis et consistant. Dans notre approche, un profil utilisateur
est constitué de cet ensemble de régles de préférences contextuelles résultats de la seconde phase. La consistance
garantit que les régles de préférences spécifiant les profils sont en accord avec un grand nombre de préférences
utilisateur et contredisent un petit nombre d’entre elles. D’autre part, la concision implique que les profils sont
constitués d’un petit nombre de régles de préférences. Nous avons aussi proposé quatre méthodes de prédiction

qui utilisent les profils construits.

Nous avons validé notre approche sur une base de données de films construite & partir de MovieLens et IMDB.
La base de données contient 3 881 films notés par 6 040 utilisateurs. Ces derniers ont attribué 800 156 notes. Les
résultats de ces expériences démontrent que la concision des profils utilisateurs est controlée par le seuil d’accord
minimal et que méme avec une forte réduction du nombre de régles, les qualités de prédiction des profils restent
a un niveau acceptable. En plus des expérimentations montrant la qualité de prédiction de notre approche, nous
avons montré également que les performances de notre approche peuvent rivaliser avec les qualités de prédiction
de certaines méthodes de ’état de ’art, en particulier SVMRANK.

Mots clés : elicitation de préférences, régles de préférences contextuelles, extraction de profil utilisateur,

fouille de données.

Abstract :

The use of preferences arouses a growing interest to personalize response to requests and making targeted
recommandations. Nevertheless, manual construction of preferences profiles remains complex and time-consuming.
In this context, we present in this thesis a new automatic method for preferences elicitation based on data mining

techniques.

Our proposal is a two phase algorithm : (1) Extracting all contextual preferences rules from a set of user
preferences and (2) Building user profile. At the end of the first phase, we notice that there is to much preference
rules which satisfy the fixed constraints then in the second phase we eliminate the superfluous preferences rules.
In our approach a user profile is constituted by the set of contextual preferences rules resulting of the second
phase. A user profile must satisfy conciseness and soundness properties. The soundness property guarantees that
the preference rules specifying the profiles are in agreement with a large set of the user preferences, and contradict
a small number of them. On the other hand, conciseness implies that profiles are small sets of preference rules.

We also proposed four predictions methods which use the extracted profiles.

‘We validated our approach on a set of real-world movie rating datasets built from MovieLens and IMDB. The
whole movie rating database consists of 800,156 votes from 6,040 users about 3,881 movies. The results of these
experiments demonstrates that the conciseness of user profiles is controlled by the minimal agreement threshold
and that even with strong reduction, the soundness of the profile remains at an acceptable level. These experiment

also show that predictive qualities of some of our ranking strategies outperform SVMRANK in several situations.

Keywords ¢ preference elicitation, contextual preference rule, user profile mining, data mining
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